Chapter 3

A Tool for Proving Deadlock-Freedom

I ntroduction

This chapter describes the development of Deadlock Checker, atool which checks for
adherence to the various design rules. It provides avital safeguard against human error
in their application.

Ascomputer programs becomeincreasingly vast and complex and are used for more
and more safety-critical applications the use of formal mathematical methods in their
development is becoming crucia. Lives may depend on it. However there are two
important barriers to overcome. Firstly the large amount of work required in apply-
ing rigorous formal methods might seem infeasible. Secondly, computer programmers
come from diverse backgrounds, and the level of mathematics involved will be off-
putting to many, and also increase the chance of error.

Animportant feature of the design rules of the previous chapter isthat they are easy
to describe in an informal, intuitive manner as well as having precise, formal state-
ments. The agorithms employed by Deadlock Checker, described below, scale effi-
ciently to networks of arbitrary size. The combination of simple design rules and effi-
cient machine verification would seem to be a powerful weapon against deadlock. It
offers a solution to both the problems described above in the specific context of build-
ing deadl ock-free concurrent systems.

Deadlock Checker operates by testing properties of individual CSP processes, or
pairs of processes, within a network. This is done using normal form transition sys-
tems, which were devised by Roscoe for use in the refinement checking program FDR.
The act of normalising atransition system is described below. A method of checking
failures specifications for individual processesand pairs of processes, using normalised
transition systems, isthen developed. Thistechnigque enables the automatic verification
of adherence to the design rules of the previous chapter.

Deadlock Checker aso implements a more general deadlock analysis algorithm. A
network’s state dependence digraph is defined where each vertex corresponds to astate
of anindividual process, and each arc represents apotential ungranted request between
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processes. It is shown that if the state dependence digraph is circuit-free then the net-
work is deadlock-free. This can be used to prove many useful networks deadlock-free,
going beyond the bounds of the design rules. The programmer is alowed to be more
adventurous and perhaps to bend the rules. The drawback with this approach is that
diagnostic messages are less informative.

3.1 Normal Form Transition Systems

The design rules which Deadlock Checker understands are defined by specificationsin
the failures-divergences model of CSP. The processes to be analysed are non-terminat-
ing, which meansthat they havefailures sets of infinite size. Theseareclearly unwieldy
objects to use for machine verification. Fortunately Roscoe has developed a method
for forming a unigue finite representation of any process which has a finite number of
operationa states [Roscoe 1994]. Thisisbasicaly ahybrid form of its operational and
denotational representations which is called a normal form transition system. It isa
digraph where each arc represents an event, and each vertex a composite state, labelled
with either a set of minimal acceptance sets or aflag L to symbolise divergence.

Rather than offering a precise description, we shall outline the process of normalis-
ation with the aid of aworked example. Consider aprocess P defined by the mutually
recursive CSP equations

P =a—-b—-QMc—oP
= a—b—-PMNc—P

This process description is somewhat over-complicated for the behaviour it describes,
aswe shall soon see.

First the syntax is parsed into a tree of operators acting on processes or pairs of
processes. Thisin turn is converted into a state transition system using the inference
rules for operational semantics. (See section 1.3 for a description of this procedure.)
Figure 3.1 illustrates the transition system for P. Recall that 7 represents an internal
decision —thisisto cater for nondeterminism. States which have no 7 transition event
are described as stable, as no further interna activity is possible in those states.

Normalisation of atransition systemis performed in three stages. Firstly asearchis
made for states from which an infinite series of hidden eventsisimmediately possible,
(i.e. statesfrom which an indefinitely long walk of 7-labelled arcs can be constructed).
Any such state is divergent and is labelled with _L. In our example P isfound to have
no divergent state.

The second stage, called pre-normalisation, involves the elimination of 7 arcsfrom
the transition system, and also results in a unique event labelling of arcs originating
from any node.

First the initial state is grouped together with any state that is reachable from there
by performing a sequence of 7 events. This group of states, which we shall call G,is
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Figure 3.1: Transition System Resulting from Compilation
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collectively mapped to the initial state of the pre-normal state-transition system. Fig-
ure 3.2 shows how the initia state in the transition system for P (itself labelled P) is
grouped with stateslabelleda — b — QM ¢ — P,a— b — Q and ¢ — P.

If Gy contains any divergent state then the new state is also labelled as divergent.
Otherwise the new state is labelled with a list of minimal acceptance sets. (Minimal
acceptance sets are the complement of maximal refusal sets. Acceptance sets are used
here only becausethey typically smaller than refusal sets. Theinformation carried isthe
same.) Thisisconstructed by looking at al the stable stateswithin G, and, for each one,
the set of initial eventsthat it offers. In figure 3.2 the state labelled « — b — @ offers
{a} and the state labelled ¢ — P offers {c}, so theinitid state in the new transition
system is labelled with minimal acceptance sets {{a}, {c}}.

For each initial event x that is offered by states of G, apart from 7, asingle tran-
sition isformed in the pre-normal transition system, leading to a new state constructed
from the group of states reachable from states within G, by performing event x possi-
bly followed by a sequence of 7 events. The new state is labelled using the technique
described above. Each time that anew group of statesisformed acheck is made to see
whether it has already been discovered. The activity terminates once there are no more
new state groupings to be found. Figure 3.2 illustrates the entire pre-normalisation pro-
cedure for process P.

Figure 3.2: Pre-normalisation

Sate 0
Acceptance sets: {a} ,{c}

a

Sate 1
Acceptance set: { b}

b

Sate 2
Acceptance sets: {a} ,{c}

a

Sate 3
Acceptance set: { b}

In the third stage any states which are indistinguishable in terms of subsequent be-
haviour are combined to form a unique compact normal form. Those states to be iden-
tified together are determined by first marking each state with either _L if it isdivergent,
or itsinitial actions and minimal acceptance sets, and then computing the fixed point
of the following sequence of equivalence relations.
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o S; ~y Sy if, and only if, they have the same marking.

In our example ~, partitions the states of the pre-normal forminto {{0, 2}, {1, 3}}.
Thispartition is preserved by ~;, and so it represents the fixed point of ~,. Thisgives
usthe unique representation of P of figure 3.3. Given that theinitial state of this system
is 0 itissimpleto calculate the failures and divergences of P from this representation
(by walking around the digraph).

Figure 3.3: Norma Form Transition System

SateO
c
Acceptance sets: {a} ,{c}

b a

Sate 1
Acceptance set: { b}

L et us be more precise about the relationship between the failures and divergences
of ageneral process P and its normalised transition system N (if one exists). For every
minimal divergent trace s of P there will be a unique walk from the initial state o
of N to adivergent state, with the transitions labelled according to s. Conversely the
labels of any walk from ¢, to a divergent state of N form aminimal divergence of P.
For every maximal failure (s, X') of P, such that s is not adivergence of P, there will
be a unique walk labelled as s, going from ¢, to a non-divergent state o, which has a
minimal acceptance set > — X. Conversely, for every walk labelled s from o, to anon-
divergent state o, P has maximal failures (s, X — A;) .. (s, X — Ay) where A; .. Ay
are the minimal acceptance sets of state o.

FDR uses normal form transition systems to check for the refinement relation C
between two processes S and P. By stepping through the states of the two processes
simultaneoudly, it is checked whether every possible behaviour of P ispermitted by S
[Roscoe 1994]. In particular, FDR is often used to prove deadlock freedom by check-
ing for refinement against the worst possible deadl ock-free process of agiven a phabet.
Full details of how it isused are given in [Formal Systems 1993]. It is avery genera
tool but it runs into problems with large networks because of the exponential network
state explosion as the number of processes increases.

3.2 Deadlock Checker

Deadlock Checker isimplemented on top of FDR version 1.4, using the powerful func-
tional programming language ML. (An excellent introduction is given to ML in [Paul-
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Table 3.1: Machine Readable CSP
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[ Typeset CSP | ASCI| CSP
STOP STOP

XIP SKI P

e — P e ->P

cle —» P clx -> P
cly — P c?y -> P

P A|B] @ PIAIB Q
Pl e Pl Q
PnaQ P17l Q
rPoQ PI] Q

0.4 P(7) [] i:A@P(i)
P\ A P\ A
Pa(i=n)> Q if i ==n then P else Q

son 1991].) It takes anetwork of CSP programs as input, in the machine-readable syn-
tax of Scattergood [ Scattergood 1992]. FDR isused to compile the network into aset of
individual normal form transition systems — one for each process. These are then used
for performing the local checks required to guarantee adherence to the various design
paradigms and prove deadl ock-freedom. In thisway networkswith very large numbers
of states may rapidly be proven deadlock-free.

The main difference between machine readable CSP and the algebraic formis that,
in the former, the type of communication channels has to be explicitly defined using
apragna statement. The representation of various CSP operators in ASCII format is
given intable 3.1.

Comment lines beginning with - - + are used to specify to Deadlock Checker exactly
which processes constitute the network to be analysed. Thereis no need to define the
alphabets of these processes as the compiler calculates them automatically (as being
exactly those events that each process may ever perform). However, there are circum-
stances where one might wish explicitly to define the process a phabets, and thisfeature
could beincluded in afuture version of the program. Dijkstra's classic Dining Philoso-
phers network may be defined as follows.

--- CSP process definitions

PHI LNAMES = {0, 1, 2, 3, 4}

FORKNAMES = {0, 1, 2, 3, 4}

pragma channel eats: PH LNAVES

pragma channel takes, drops: PH LNAMES. FORKNAMVES

PH L(i) = takes.i.i
drops.i.((i-1)%) -> drops.i.i

FORK(i )

takes.i.i

-> takes.i.((i-1)%)

-> eats.i ->
-> PHIL(i)

-> drops.i.i -> FORK(i) []
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takes. ((i +1)%).i -> drops. ((i+1)%).i -> FORK(i)
--- Define network for Deadl ock Checker
--+ PH L(O),PH L(1),PH L(2),PHI L(3), PHI L(4)
--+ FORK(0), FORK( 1), FORK(2), FORK(3), FORK(4)

Thisfile, which is called phi | s. csp is processed by Deadlock Checker into afile
phi | s. net containing a set of normalised transition systems - one for each processin
the network, by starting up the program and typing the following command.

compile” phils.csp” ” phils.net” ;

Figure 3.4 illustrates the normal form transition systems for the Dining Philosophers
network.

The interactive analysis may now proceed. First we must type a command to put
Deadlock Checker into interactive mode.

teletype ();
Vel conme to Deadl ock Checker
Conmand (h for help, q to quit):

Typing h summons the following menu of commands.

h - hel p: display this nmenu

| <file> - load network file

n - display list of networks in menory

s <nane> - select network

c - display currently sel ected network

p - display list of processes in current network
d - deconpose network anal ysis

% - check for acyclic deadl ock freedom

(SDD al gorithm

X - check for acyclic deadl ock freedom
(CSDD al gorithm
0 - check for deadl ock in cyclic-po network
w - check for deadl ock in client-server network
a - check for resource allocation protoco
r - restrict network to its vocabul ary
t - test for livel ock-freedom (Roscoe’s rule)

We load the compiled network definition as follows.

Command (h for help, g to quit):I philsnet
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Figure 3.4: Normal Form Transition Systems for Dining Philosophers
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Then weinstruct Deadlock Checker to check for adherence to the Resource Allocation
Protocaol.

Command (h for help, g to quit):a
Net wor k phils.net is busy

Network phils.net is triple-disjoint
Process FORK(4) acts as a resource

Process FORK(3) acts as a resource
Process FORK(2) acts as a resource
Process FORK(1) acts as a resource
Process FORK(0) acts as a resource

Process PHIL(4) is not a resource

User process PHI L(4) obeys resource allocation protocol

User process PHI L(3) obeys resource allocation protocol

User process PHI L(2) obeys resource allocation protocol

User process PHI L(1) obeys resource allocation protocol

User process PHI L(0) clains resource FORK(4) still holding FORK(0)

This network is not deadlock-free, and Deadlock Checker revedls the problem. The
techniques used by Deadlock Checker to perform thisanalysis, and the other commands,
will now be explained in detail. Further details are also to be found in [Martin 1995].

3.3 Checking Adherenceto Design Rules

In this section we shall give details of the various algorithms employed by Deadlock
Checker to test adherence to design rules. These algorithms will be illustrated with
examples. We shall also estimate their time complexity as a function of n, where n
is the number of processes in the network, unless otherwise stated.

Checking Network Prerequisites

Recall that our networks must be triple-digoint, meaning that no event may be shared
by more than two processes, and busy, meaning that each process must be deadlock-
free, divergence-free and non-terminating. The property of triple-digointedness can
be established by the following algorithm

1. Assumethat theeventsinthenetwork (P;, . ., P,) arenumbered from 7 to m (we
use the integer keys that FDR assigns to each event during compilation). Set up
two arrays, first and second, with dimension m which areinitialy “undefined”.

2. Scan the dphabet of each process P; in turn. For each event e € o P;, if first(e)
is undefined then set
first(e) := 1
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otherwise if second(e) is undefined then set
second(e) := i

otherwise halt, because event e liesin the alphabet of three processes, and so the
network is not triple-digoint.

If we assume that the average number of events in the alphabet of each process
remains fixed as the number of processes in the network, n, increases then the time
complexity is O(n)

‘Business’ isalso checked in O(n) time, if we assume that the average number of
states of each process remains roughly constant as n increases. We simply check every
state of every process to make surethat it is not labelled as divergent and also does not
have the empty set as aminimal acceptance set.

The prototype version of Deadlock Checker is programmed using only the standard
core of ML. Asthis has no imperative arrays, the program does not achieve the theo-
retical efficiency of certain algorithms that it implements.

Checking Trace and Refusal Specifications

Any information about failures and divergences of a process may be extracted from its

normalised transition system. Specifications on refusal sets are easy to check because

all the required information may be deduced from the list of minimal acceptance sets

stored at each vertex, and each vertex only needs to belooked at once. However atrace

specification could potentially lead to an infinite search if not carefully stated.
Consider the specification

Vsetraces(P). (s|b+4)>2(sla)>s|b

Starting at theinitia state of P we might search through the transition digraph, keeping
arecord of the current trace, and checking every possibletracefor s | aand s | b. This
search might never terminate for a component of a busy network.
There is a much better approach to this problem, as follows. We write our specifi-
cation like this
Vsetraces(P)./, >2(sla)—s|b>0

Then we define an incremental trace function f asfollows

(s)—1 if z=0b
(s) otherwise

f(s)+2 if z=a
{7
f

It isclear that
f(s)=2(sla)—slb



72 CHAPTER 3. A TOOL FOR PROVING DEADL OCK-FREEDOM

We start an exhaustive search through the transition system for pairs of the form
(o,v), where o is astate and v is a possible value of f(s) at that state. The search
terminates either when there are no new such pairs to be found, or if we find apair for
which = (4 > v > 0).

There are two reasons why this approach is better. Firstly we have defined our vari-
ant function, f, in an incremental way, which means that we do not need to store any
information about traces. Thevalueof f(s) at each point in the search can be calculated
purely from the information stored at the previous point. Secondly we have converted
an endless search into one that is guaranteed to terminate, due to the bounds placed on
therange of f.

Thistechnique can be extended to a network of two processes (P, @), and a speci-
fication on network states (s, (Xp, X¢)). Weassumethat the specification is expressed
as apredicate

PRED(fI (S)a . '7fn(3)7 XP7 XQ)

involving a number of incremental trace functions f; and maximal refusal sets Xp and
Xgof Pand Q.

Two sets of records are maintained: pending and done. Each record is of the form
(op,0Q,1,-.,U,), Where (op,0¢) isapair of normal form states in which P and @
may simultaneously rest, and each v; is the value of f;(s) for a corresponding trace s.
The agorithm proceeds as follows.

1. Initidlly pending consists of asingle record corresponding to the original state of
the system, and done is empty.

pending := {(0,0,/1(()),--/a(()))}
done := {}

2. Take anew record from pending to be processed.

r = (op,0q,0s,.., V) € pending
pending := pending— {r}

3. Now check whether record r satisfies the specification. Suppose that o p has a
set A of minimal acceptance setsand o hasaset B of minimal acceptance sets.

If3a:Ab:B. —PRED(vy,..,v,,aP — a,a@ — b) then halt. (The specifi-
cation is not satisfied). Otherwise

done := doneu {r}

4. Now construct the set new of successor records of r, by considering every tran-
sition that is possible for PAR(( P, @))) from state pair (op, 0g). Assumethat r
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corresponds to some trace s of PAR({ P, @)). Then
(05,00 f1 (s (2)), -, Jn(s7(2)))]

r€aP—-aQAop > o
(op,0g: [1(s"(2))s - s (2)))]
T€a@Q —aPNog—= oy

{ (05, 0 f1(s™ (), - (s (2)))] }

z€aPNaQNop = opNog = 0y

new = U

Although we have not stored any record of avalue of s that correspondsto r, itis
not actually required in order to perform this calculation due to the incremental
method of defining the various trace functions.

5. Now we eliminate records from new that have already been processed and merge
the remainder into pending.

pending := pending U (new — done)

6. If pending = {} then halt. (The specification is satisfied.) Otherwise return to
step 2.

This agorithm is not certain to terminate for every given set of incremental trace
functions f; and predicate PRED. But if there is afinite range of values for each f; out-
side which satisfaction of PRED is impossible then termination is guaranteed for any
network (P, Q).

The following example is included in order to illustrate this technique. Consider
the network V' = (LEFT, RIGHT) with the following process definitions.

LEFT = in— mid— LEFT
aLEFT = {inmid}

RIGHT = mid — out — RIGHT
aRIGHT = {mid,out}

Suppose we wish to prove that the following trace specification is satisfied by PAR( V).
2>s|lin—s|out>0

V isan abstract representation of adouble buffer, which inputsinformation on channel

in and outputs it on channel out. The specification simply states that the number of

messages held in the buffer at any given time lies between nought and two inclusive.
We proceed by defining an incremental trace function f asfollows

Q) =0
f(s)+1 if z=in
f(s"(z)) = {f(s)—] if == out
f

(s) otherwise
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Itisclear that
f(s)=slin—s | out

In this case our predicate function PRED is given by
PRED(f(s)) = (2 = f(s) 2 0)

Normal form state transition systems for the network V' are shown in figure 3.5. We
now proceed to form an exhaustive set of records of the form

(oLerT, ORIGHT, Val)

consisting of a state of process LEFT, a corresponding state of process RIGHT and a
possible value for f(s) when the processes are in those states.

Figure 3.5: Normal Form Transition Systems for Two-Place Buffer

LEFT RIGHT
Sate 0 Sate 0
Acceptance set: {in} Acceptance set: {mid}
in mid mid out
Sate 1 Sate 1l
Acceptance set: {mid} Acceptance set: {out }

The search proceeds as follows. First we have
pending = {(0,0,0)}, done={}
Check (0, 0, 0); possible transition isin; leads to record: (1, 0, 1). Now we have
pending = {(7,0,1)}, done={(0,0,0)}
Check (1, 0, 1); possible transition is mid; leads to record: (0, 1, 7). Now we have
pending = {(0,1,1)}, done={(0,0,0),(1,0,1)}

Check (0, 1, 1); possible transitions are in, out; lead to records. (1, 1, 2), (0,0, 0).
Now we have

pending = {(7,1,2)}, done={(0,0,0),(1,0,1),(0,1,1)}
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Check (1, 1, 2); possible transition is out; leads to record: (1, 0, 7). Now we have
pending = {}, done={(0,0,0),(1,0,1),(0,1,1),(1,1,2)}

The search isnow complete. Every record that was found satisfies the original specifi-
cation, and we shall conclude that it is satisfied by PAR( V). Thisisrather abold claim
given that the set of traces of PAR( V) isinfinite and we have only examined four cases.
But it may be justified by using induction on traces, as follows.

Every trace s of PAR( V') corresponds to a unique pair of normal-form states

(ULEFTa URIGHT)

These are found by constructing the unique walk in the normal-form transition system
of LEFT with labels s [ aLEFT, and the unique walk in the normal-form transition
system of RIGHT with labels s [ «RIGHT. We shall call this state pair

(ULEFT(S)a URIGHT(5>)

Now suppose that for a certain trace ¢, we know that record

(oerr(t), oriout(t), f(1))

lies in set done, constructed above. Now consider atrace ¢t (z) of V. This corre-
sponds to a state pair

(oLerr(t™ (@), ornr(t™ (z)))
which must be reachable from (o g, orert) by One or both of the processes perform-
ing event z. It follows that record

(oLert(t7 (), orent(t™(2)), (17 (2)))

must also liein set done, due to the incremental way in which this set was constructed.
We actually know that

(oLerr(()): orent(()), F({))) = (0,0, 0) € done

because this is the record that was used to start the search. Hence, by induction, every
trace s of V' isrepresented in done by arecord of the form

(oLert(s), oreHT(S), f(s))

So we conclude that the original specification is satisfied by all traces of PAR( V).

Although this proof technique is tedious for humansit is very easy to automate on
a computer. It would be feasible to extend the technique to networks of more than
two processes, but due to the exponential state explosion as networks grow larger, this
would have limited potential in practice.

Note that, for individual processes, it is often feasible to perform this kind of spec-
ification check using FDR directly. In order to prove that a process P satisfies some
specification one constructs aprocess S that isthe worst possible process that satisfies
the specification and then showsthat P 1 S. However specifications of networks of
two processes which involve the refusal sets of individual processes, such astheformal
statement of conflict-freedom, cannot be checked directly using FDR.
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Resour ce Allocation Protocol

Deadlock Checker includes a check for adherence to the Extended Resource Alloca-
tion Protocol. This depends on the processes which constitute the network being pre-
sented in a particular order. The network is assumed to consist of a sequence of user
processes (U;, .. Uy) followed by an ordered sequence of resource processes (R; . .
Ry). Observe that in the example of the Dining Philosophers network (page 67) the
processes are presented in the following order (which conforms to this requirement)

-+ PHIL(0), PH L(1), PH L(2), PHI L(3), PHI L(4)
.-+ FORK(0), FORK( 1), FORK( 2) , FORK(3) , FORK( 4)

The analysis proceeds in two stages. The first stage is to start from the end of the
list and work backwards to see how many processes behave as resources.

Checking that a process P behaves as aresource relies on the fact that the normal-
form transition system of aresource process has avery specific form. Consider agen-
eral resource process

R :szj C;, —> Ty — R

The normal-form transition system for this process is shown in figure 3.6. It has an
initial state representing the situation where the resource has not been ‘claimed’, plus
one state for each claim channel ¢;, representing the state of having been claimed on
that channel.

Figure 3.6: Norma Form Transition System for General Resource Process

Sate 0
Acceptance et

Cp Gy o ck}

Sate 1 State 2 Sate k
Acceptance Set: Acceptance Set: eoe Acceptance Set:
{r} {1} {r}

To establish whether agiven process P isof thisform involvesfirstly attempting to
split its alphabet into aset of claim-release pairs{(c;, 1), . .(¢ck, %) }. Theinitia state
of P should have asingle minimal acceptance set {¢;, .., ¢} equa to the set of initial
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events of P. Then for each ¢; there should be a transition to a state .S; with asingle
minimal acceptance set {r;} and asingle transition back to theinitial state of P. Each
of the r; must be distinct and different from al the c;.

If this splitting of « P proves successful, it must then be checked that each of the
clam-release pairs consists of events from the alphabet of a process before P in the
network list. Also no two event pairs should match the same process. If thisisso P
is taken to be avalid resource process. At the sametime alist of claim-release pairs,
cr_list(U), is constructed for each user process U, consisting of records of the form
((e,r),n), where(c, r)isaclam-release pair and n isaresource number (taken asthe
numeric order of the resource in the network). (Note that we have relaxed the condition
that each resource needs to makeitself available to every user process. A resource may
be private to a particular subset of users.)

Performing this check on the normal-form transition system for process FORK( /)
(see figure 3.4) results in splitting up its alphabet into two pairs

{(takes.4.4,drops.4 .4 ), (takes.0.4,drops.0.4)}
It isthen found that

{takes.4.4,drops.4.4} C aPHIL(4)
{takes.0.4,drops.0.4} C «PHIL(0)

Soitis concluded that FORK(4 ) is aresource.

As soon as a process is discovered which does not behave as aresource it is taken
to be auser process, aong with al the processes which precede it in the network order-
ing. In the case of the Dining Philosophers, the first non-resource process discovered
is PHIL(4). Each user process must then be checked for adherence to the Extended
Resource Allocation protocol. This protocol was defined formally using failures speci-
fications on page 58. We need to check that each user process U communicates with its
resources in alternating sequence on each (¢, r) pair incr_list( U). Alsothat it attempts
only to claim resources ordered below those that it already holds, and never attempts to
communicate with another user while holding a resource. Thisis achieved by casting
the specification in terms of incremental trace functions and then using the technique
described on page 71, asfollows.

Let

crlist(U) = (((¢g,71), 1), - - (s Tr), 1))
Then, foreachi € {1,.., k} define
fils)=sleci—slm

Incrementally, thisiswritten

Q) =0
Ls)+1 if z=g¢
fi(s(z)) = { fi(s)—1 if z=mn

f:(s) otherwise
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Function f;(s) should take the value 7 whenever user U is holding resource n; and oth-
erwisetakethevalue 0. Inthiscase, rather than examining the minimal acceptance sets
of U after trace s, weneed to look at itsinitial events /. These are available asthetran-
sition events that are possible from the normal form state of U that corresponds to s.
We define

Vi {1, k}(1 > f(s) > 0)A

PRED(f;(s), .., fi(s), I) = (Vici € [ => n; < my)A
( (fj(s)zl = ( (VU £ UINal' ={}) )) )

If this specification check succeeds for each user process then the deadlock analysis
is reduced to the subnetwork ( Uy, .. Uys) which must be analysed by other means. It
may well be that the user processes have digoint aphabets, in which case no further
analysisisrequired.

It is important to note a minor flaw in the part of the algorithm which identifies
resource processes. It is possible that a network could contain one or more processes
which are intended to be treated as users, but which never actually use any resources
and appear to behave like resources themselves. These could beidentified assuchinthe
searching process described above, which could then lead to avalid deadl ock-free net-
work being regjected. Thisis very unlikely to occur in practice. The problem could be
avoided by modifying Deadlock Checker to insist that resource processes be explicitly
labelled as such, but asthiswould cause unnecessary inconvenience inthe vast majority
of casesit has not been done.

Complexity

We shall continue to assume that as the number of processesin anetwork, n, increases,
the number of states and events of each process remains approximately fixed. This
means that the time taken to perform any local analysis of an individual process, or
pairs of neighbouring processes, can be assumed to be independent of the size of the
network.

Let us consider the algorithm for checking the Resource Allocation Protocol. We
assume that the proportion of user processes to resource processes remains fixed as n
grows. Starting at the end of the network list, the claim-release channels pairs for each
resource process discovered need to be matched with the alphabet of a process which
precedes it. Each matching operation can be done in constant time by making use of
the two arraysfirst and second, indexed by eventsin o V', which were set up in order to
verify triple-digointedness (page 70). So the entire matching processis O(n). All the
other checking performed islocal to aprocess, and so O(n) for the network asawhole
(by the above assumptions). This gives us an overall complexity of O(n).
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Cyclic Processes

To analyse a network purporting to be cyclic-PO, we need to check that each process
communicates cyclically onits channels according to some partial order, for which we
construct the Hasse digraph. This is the minimal representation of a partial order; it
has a vertex for each element of the partial order and an arc zy whenever element y is
directly below z, i.e.

x>y N Azzx>z>y

Then, in order to prove deadlock-freedom, we must show that the union of the Hasse
digraphs, which we call the channel dependence digraph, contains no circuit.

Recall that we formally defined the cyclic-po process CYCLIC-PO(X, >), which
communicates on the set of channels X, partially ordered by >, asfollows.

CYCLIC-PO(X,>) = C2(X,{},>)
C2(X,DONE,>) = C2(X,{},>)
<DONE = X >
O,.mins( X —DONE,>) T — C2(X,DONEU {z},>)

Where mins( Y, >) is defined as the minimal elements of subset Y of X, given by
mns(Y,>)={ye Y| Aze Y. y>:z}

It can be shown that this definition is unchanged when (X, >) is replaced with its
Hasse digraph.

For verifying that a process P is cyclic and extracting its Hasse channel ordering
a two pass agorithm is employed as follows. The first pass tries to extract a Hasse
digraph on the assumption that the process isindeed cyclic. In each state s of the nor-
mal form transition system of P welook at every transition (e, s') that does not take us
back to the the initial state of P. If an event ¢’ is possible in state s’ that was not pos-
siblein state s we assume that ¢’ > e. When this first stage is complete we will have
constructed arelation > on the channelsof P. If P iscyclic-PO thiswill actually be the
Hasse digraph of its channel ordering. This is because whenever a cyclic-PO process
performs an event e and then immediately becomes ready to perform event e’, without
having completed a cycle, ¢’ must be directly above e in the channel ordering. If P is
not cyclic-po the relation that we have constructed will be meaningless.

If the > relation containsacycle ¢c; > .. > ¢, > ¢; wecan eiminate P straight
away. Otherwise we must now check whether the behaviour of P adheres exactly to
CYCLIC-PO(a P, >). This relies on the normal-form transition system of the latter
having a very specific form. Each state corresponds to the process C2(a P, DONE, >)
for a particular set of events DONE. We perform the check using a depth-first search
(see appendix B) starting fromtheinitial state of P. For each state of P that wevisit we
maintain arecord of the events that have been performed to arrive there, and call this
set DONE. We then check that the immediate behaviour at each state, as given by its
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acceptance sets and transition events, conforms to that of C2(X, DONE, >). We aso
check that DONE is consistent when a state is visited more than once. Whenever the
initial stateis revisited, DONE should be equal to o P. This second pass can only suc-
ceed if P iscyclic-PO with ordering >.

If every processin the network isfound to be cyclic-PO, the Hasse digraphs of their
channel orderings are aggregated into a global channel dependence digraph. We know
from theorem 7, page 40, that the network is deadlock-free if, and only if, there is no
circuit inthe > relation

ci>cal..D>cy By

Now > is the union of the full channel orderings of each process in the network and
so the channel dependency digraph is a subset of . However it is a subset which car-
ries al the vital information and it may easily be shown that the channel dependency
digraph contains acircuit if, and only if, > containsacycle. It follows that the network
is deadlock-free if, and only if, there is no circuit in the channel dependency digraph.
Thisis checked using the DFS algorithm.

To demonstrate the use of thistool werecall thetoroidal cellular array. Thisiscoded
in machine-readable CSP as follows.

n=4
i ndices = {0,1, 2, 3}
pragma channel e:indices.indices.{left,up,right,down}

CELL(i,j) = if ((i+)%®==0) then LEFT(i,j) else R GHT(i,j)

LEFT(i,j) = e i.j.left ->e. ((i-1)%).j.right -> UP(i,j) []
e.((i-1)%).j.right ->e.i.j.left -> UP(i,j)
UP(i,j) =ei.j.up->e.i.((j-1)%).down -> RIGHT(i,j) []
e.i.((j-)%).down -> e.i.j.up -> RIGHT(i,]j)
RIGHT(i,j) =e.i.j.right ->e. ((i+1)%).j.left -> DOMN(i,j) []
e.((i+*1)w).j.left ->e.i.j.right -> DOW(i,j)
DOMN(i,j) = e.i.j.down -> e.i.((j+1)%).up -> LEFT(i,j) []
e.i.((j+¥1)mm).up -> e.i.j.down -> LEFT(i,j)

--+ CELL(0, 0), CELL(1, 0), CELL(2, 0), CELL(3, 0)
- -+ CELL(0, 1), CELL(1, 1), CELL(2, 1), CELL(3, 1)
--+ CELL(0, 2), CELL(1, 2), CELL(2, 2), CELL(3, 2)
--+ CELL(O0, 3), CELL(1, 3), CELL(2, 3), CELL(3, 3)

Each processiscyclic and communicates with each of its neighboursin turn. (Note that
theinterleaving construct has been algebraically transformed into external choice. This
isdueto asyntax restriction placed on CSP by FDR 1.4.) Deadlock should be avoided
because alternate cells commence with different orientations. The Hasse digraph and
normal-form state transition systemfor process CELL(0, 0) areillustrated infigure 3.7.
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Figure 3.7: Hasse Digraph and Normal Form Transition System for CELL(0, 0)
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Weload the compiled network definitions, and check for adherence to the cyclic-PO
protocol.

Command (h for help, q to quit):Itorus.net
Command (h for help, qto quit):o

For each process in the network areport like this oneis returned

Process CELL(0,0) is cyclic-po:

(e.0.0.up >e.3.0.right), (e.0.3.down > e.3.0.right),
(e.0.0.up > e.0.0.left ), (e.0.3.dowmn > e.0.0.left ),
(e.0.0.right >e.0.3.down ), (e.l.0.left > e.0.3.down ),
(e.0.0.right >e.0.0.up ), (e.1.0.left >e.0.0.up ),
(e.0.0.dowmn > e.1.0.left ), (e.0.1.up >e. 1.0.left ),
(e.0.0.down > e.0.0.right), (e.0.21.up > e.0.0.right)

The program then checks for circuits in the channel dependency digraph, and finding
none reports

Network torus.net is deadl ock-free

If we change the dimensions of the toroidal array to 5 x 5, it turns out that the
network will deadlock, asisreveaed by Deadlock Checker in the following way.

Found cl osed trail of dependent channels:
<e.4.4.right,e.4.4.up,e.4.3.right,e.0.4.up,e.4.4.right>
Net wor k t orus5. net deadl ocks

When deadlock has been identified the reason behind it is always reported.

The agorithm for checking cyclic-PO networks involves local checking of each
process to establish its channel ordering, whichis O(n), plusacheck for circuitsin the
channel dependence digraph. We can assume that the number of edges in this graph
grows proportionally to n by taking the number of edges in the Hasse digraph of each
process to be independent of n. Checking for circuits can be performed in linear time
with the DFS algorithm. So the cyclic-PO network check can be done with O(») com-
plexity.

Client-Server Protocol

Deadlock Checker contains atool for verifying that a network has been implemented
according to the basic client-server protocol (described on page 45). There are two
phases to the method employed. Firstly the program attempts to identify the client and
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server channels bundles of each processin the network. For thisto befeasible, the order
inwhich the processes are supplied in the network issignificant. A process should com-
municate with those before it as a server and those after it asaclient. Thiswould guar-
antee that the client-server digraph would be free of circuits. Secondly the program
checks for conformance to the basic CSP specifications using the channel bundles that
have just been calculated.

The first part of the algorithm, that which calculates the channel bundies of each
process, has limitations. It will not succeed in correctly identifying client and server
channel bundles for certain valid basic client-server networks. There are two possi-
ble reasons for this. Thefirst isthat it is assumed that there is no polling on client or
server channels. (By polling we mean a process communicating on a channel when
in an unstable state, for instance if it is waiting for some concealed time-out event.)
The second, which isless important, isonly likely to arise due to acoding error and is
described below.

However the method for verifying that a process with given client and server chan-
nel bundles obeysthe basic protocol is precise, and will work for any basic client-server
network. Itisasimple application of the specification checking technique described on
page 71.

To assist with explaining this algorithm, we shall consider its application to thesim-
ple process farm described in chapter 2. The machine readable description of this net-
work is asfollows.

iset ={0,1,2, 3,4}

jset ={0,1,2}

pragnma channel a,b: iset.]set
pragma channel c,d: iset

WORKER(i,j) = a.i.j -> b.i.j -> WORKER(i,|)
FOREMAN(i) =[] j:jset @(a.i.j ->c.i ->
d.i ->b.i.j -> FOREMAN(i))

FARVER = [] i:iset @(c.i -> d.i -> FARMER)

--+ WORKER( 0, 0), WORKER( 0, 1) , WORKER( 0, 2),

--+ WORKER( 1, 0), WORKER( 1, 1) , WORKER( 1, 2),

- -+ WORKER( 2, 0), WORKER( 2, 1) , WORKER( 2, 2),

- -+ WORKER( 3, 0) , WORKER( 3, 1) , WORKER( 3, 2),

- -+ WORKER( 4, 0) , WORKER( 4, 1) , WORKER( 4, 2),

- -+ FOREMAN(0), FOREMAN( 1) , FOREMAN( 2) , FOREMAN( 3) , FOREMAN( 4)
--+ FARMER

Thenormal formtransition system for process FOREMAN( 0) isillustrated in figure
3.8.

In order to try to establish the client and server bundles of anetwork the following
steps are performed
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Figure 3.8: Normal Form Transition System for FOREMAN(0)
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1. For each process P in the network list, the set of channels which it uses to com-
municate with predecessorsin the list is compiled: B(P). Thisshould represent
the union of channelsin P’s server bundles, which must be digoint, i.e. thereis
no channel shared by two server bundles.

For process FOREMAN(0) we find that

B(FOREMAN(0)) = {a.0.0,b.0.0,a.0.1,b.0.1,a.0.2,b.0.2}

2. For each process P, we start at itsinitial state and perform a depth-first search
until we find a state S where P can accept communication on a server channel,
i.e. thereisaminima acceptance set A which intersects with B(P). By rule
(b) of the basic client-server definition, AN B(P) should consist of al the server
requisition and drip channels of P. (Thisassumesthat thereisno communication
by polling, in which case aserver requisition or drip might have already occurred
without having appeared in a minimal acceptance set.)

Process FOREMAN( 0) accepts communication on server channels while in its
initial state, where it has aminimal acceptance set A = {a.0.0,a.0.1,a.0.2}.

3. For each channel ¢ in AN B(P) wetake the corresponding transition from state
S to a new state S’'. We then construct a server bundle from ¢ by performing
aDFS, rooted at S’, to find a successor state where P has a transition on some
server channel ¢'. If ¢’ liesin ANB(P), i.eitisarequisition or adrip, then ¢ must
be adrip, otherwise (¢, ¢') isarequisition-acknowledge bundle. If, however, the
DFS terminates without finding another communication on a server channel it
means that the process might never be able to communicate on a server channel
again after performing event ¢. In this case we take ¢ to be adrip channel. It
Is theoretically possible that thisis incorrect and that ¢ is actually arequisition
channel, but in practice thisis most likely to be a coding error in process P.

Applying this step to FOREMAN( 0) involves performing DFS searches rooted
at states 1, 2, and 3 to find the next state where a server event may be performed.
In each case a new server event is discovered (in states 7, 8 and 9 respectively)
which results in the construction of three requisition-acknowledge bundles for
the process, asfollows:

servers(FOREMAN(0)) = {{a.0.0,4.0.0), (a.0.1,b.0.1), (a.0.2, b.0.2)}

4. Having calculated the server channel bundles of aprocess P, we must check that
they are digjoint, and that their union is B(P). Both these properties are clearly
satisfied for FOREMAN(0).
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5. The next step is to assign each server bundle of P to another process as a client
bundle. Thisis done by checking that the channels which form each server bun-
dle belong to the alphabet of some preceding process in the list. If there is any
server bundle which cannot be matched in thisway then something iswrong with
the network being checked. Thethree server bundles of FOREMAN(0) are alo-
cated asclient bundlesto WORKER(0, 0), WORKER(0, 1) and WORKER(0, 2)
respectively.

If each stage has been successful, then we shall have calculated a set of client and server
bundles for each process, which can now be checked against the basic protocol. How-
ever itispossiblethat this procedure might havefailed evenif the processes werevalid,
for the two reasons given above. It isimportant to make clear that this limitation could
never result in Deadlock Checker passing a network as being deadlock-free when it
actually deadlocks. Therestriction could easily be overcome by requiring the client and
server bundles to be explicitly defined in the original CSP network script, although this
would be inconvenient to the user. Perhaps both options should be offered in afuture
version of Deadlock Checker. (However the more general SDD agorithm, which will
be described below, can correctly identify deadl ock-freedom for any basic client-server
network, regardless of the order in which the processes are supplied.)

The second phase, which is checking that each process obeys the basic client-server
protocol, is a straightforward application of the CSP specification checking technique
described on page 71, using the formal definition of the rules of the basic client-server
protocol, recast in terms of incremental trace functions.

To demonstrate the tool in action again, here is the analysis of the simple process
farm.

Command (h for help, q to quit):Ifarmnet
Conmand (h for help, q to quit):w

For each process in the network areport of the following form is returned

Process FOREMAN(O) obeys client-server protocol:
clients(FOREMAN(O)) = {<c.0,d.0>}
servers(FOREMAN(O)) = {<a.0.0,b.0.0> <a.0.1,b.0.1> <a.0.2,b.0.2>}

Aseach process satisfies the protocol the program concludes that the network will never
deadl ock.

Network farm net is deadl ock-free

We shall now estimate the complexity of the algorithm for checking adherence to
the basic client-server protocol with the usual assumptions about the number of states
and events of each process. Calculating the set of server channels, B(P;), for each
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process P;, can be done in constant time, by making use of arrays first and second that
were set up in the course of testing for triple-digjointedness (page 70). Oncethis set has
been separated into server bundlesfor P;, by local analysis, these may each be matched
up with a preceding process in the network in the same manner. The act of checking
each process for conformance to the protocol, is again purely local to each process and
s0 O(n). Hence the overall complexity is O(n).

Networ k Decomposition

Deadlock Checker implements the method for factorising deadlock analysis of Brookes
and Roscoe (theorem 6, page 32). Thisinvolves finding al the disconnecting edges of
the network communication graph. Any such edge that is shown to be conflict-free may
be removed. Deadlock analysis is then reduced to checking that each of the remain-
ing network fragments (essential components) is deadlock-free. First we need to con-
struct the communication graph for the network, and calculate its vocabulary A. This
is straightforward given the alphabet of each process, which is calculated at the com-
pilation stage.

Finding the disconnecting edges of the graph can be done in linear time, using a
variant of the DFS algorithm. Thisis described in appendix B. It isthen required to
check that the pair of processes (P, @)) which constitutes each disconnecting edge is
conflict-free. Thisisdone by checking that for every state o of the subnetwork (P, Q)
the following condition holds.

(P23 eQ A Q25 eP)

The specification checking technique described on page 71 is applied here. Any dis-
connecting edge which is found to be conflict-free is removed from the communica-
tion graph. When this phase is finished the DFS agorithm is employed once again to
assemble the residual components.

The subnetwork that each essential component represents is then assigned a name,
and placed on a‘stack’ of networks. It may then be analysed by other methods. Dead-
lock Checker maintains a tree-structure on this stack for hierarchical proofs. So, if and
when deadl ock-freedom has been established for each essential component, the original
network will be reported as being deadl ock-free.

Thefollowing example demonstrates the construction of a hierarchical proof using
Deadlock Checker. Consider the Telephoning, Arm-Wrestling, Dining Philosophers.
Thisisasystem constructed from two tables of arm-wrestling philosophers, with atele-
phone link added between the two most senior philosophers. The CSP code is as fol-
lows

PH LNAMES= {0, 1, 2, 3, 4}
FORKNAMES = {0, 1, 2, 3, 4}
TABLENAMES = {A, B}
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pragma channel eats: TABLENAMES. PH LNAMVES

pragma channel takes, drops: TABLENAVES. PH LNAMVES. FORKNAMES
pragma channel w estl es: TABLENAVES. PH LNAMES. PHI LNAMES
pragma channel phone

-- Juni or phil osopher: may chall enge any of his seniors to an
-- armwestling contest, between neals. He is |eft handed for
-- adherence to Resource Allocation Protocol.

JPHI L(x) = takes.x.0.4 -> takes.x.0.0 -> eats.x.0 ->
drops.x.0.0 -> drops.x.0.4 -> JPH L(x) |7
(171 J:{i | ] < PHLNAMES, 0<j} @westles.x.0.j ->
JPHI L(x) )

-- I nternediate philosopher: may chall enge any of his seniors to
-- an armwestling contest or accept a challenge froma junior,
-- between neal s.

PH L(i,x) = ( takes.x.i.i -> takes.x.i.((i-1)%) -> eats.x.i ->
drops. x.i.((i-1)%) -> drops.x.i.i -> PHL(i,x) |7]
CI71 j:{j | ] < PHLNAMES, i<j} @westles.x.i.j ->
PHIL(i,x) ) ) []
([] i:{i | J < PHLNAMES, j<i} @westles.x.j.i ->
PH L(i,x) )

-- Seni or phil osopher: accepts armwestling challenges fromhis
-- juniors between neals; may al so tel ephone senior phil osopher
-- on other table or accept a call from him between neal s.

SPHI L(x) = ( takes.x.4.4 -> takes.x.4.3 -> eats.x.4 ->
drops.x.4.3 -> drops.x. 4.4 -> SPH L(x) ) []
phone -> SPHI L(x) []
( [T §:{j | ] < PHLNAMES, j<4} @westles.x.j.4 ->
SPHI L(x) )

FORK(i,x) = takes.x.i.i ->drops.x.i.i -> FORK(i,x) []
takes. x. ((i+1)9%).i -> drops.x. ((i+1)%).i -> FORK(i, x)

-~ 4+ JPH L(A), PH L(1, A, PHIL(2, A), PHI L(3, A), SPH L(A)
-+ JPHI L(B), PHI L(1, B), PHI L(2, B), PHI L(3, B), SPHI L(B)
- -+ FORK(0, A), FORK(1, A), FORK( 2, A), FORK( 3, A) , FORK( 4, A)
- -+ FORK(0, B), FORK( 1, B), FORK( 2, B), FORK( 3, B) , FORK( 4, B)

Thefirst stage of proving this network deadlock-free is to separate it into essential
components (which in this case are the two tables of philosophers and forks).

Conmand (h for help, g to quit): | armphonephils.net
Conmand (h for help, qto quit):d
Net wor k ar nphonephil s.net is triple-disjoint
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Net wor k ar nphonephi | s. net is busy

SPHIL(A) and SPHI L(B) are conflict-free wt vocab

Deadl ock anal ysi s reduced to:

<JPH L(A), PHL(1,A), PHL(2,A, PHL(3, A, SPHL(A,
FORK(0,A), FORK(1,A), FORK(2,A), FORK(3,A), FORK(4,A) >

<JPHIL(B), PHIL(1,B), PHL(2,B), PHIL(3,B), SPH L(B),
FORK(0, B), FORK(1,B), FORK(2,B), FORK(3,B), FORK(4,B)>

The two new subnetworks will have now been added to the stack. One of theseis
selected and then analysed first as a user resource network, and then as a client-server
network once its resources have been stripped away.

Command (h for help, q to quit): n(list networks)

ar nphonephi | s. net (unresol ved)

armphonephi I s. net_0 (unresol ved) essential component
armphonephi I s. net_1 (unresol ved) essential component
Command (h for help, g to quit): sarmphonephils.net_0
Conmand (h for help, q to quit):a

Net wor k ar nphonephil s. net_0 i s busy

Net wor k ar nphonephils.net_0 is triple-disjoint
Process FORK(4,A) acts as a resource

Process SPHIL(A) is not a resource
User process SPHI L(A) obeys resource allocation protocol

Deadl ock anal ysi s reduces to:
<JPHIL(A), PHIL(1,A), PHL(2,A), PHL(3, A, SPH L(A)>

Conmand (h for help, q to quit):n
ar nphonephi | s. net (unresol ved)
ar nphonephi | s. net _0 (unresol ved)
ar nphonephi | s. net _1 (unresol ved)
ar nphonephi | s. net _0_3 (unresol ved) resources stripped
Command (h for help, g to quit): c(display current network)
ar nphonephi |l s. net_0_3
Conmmand (h for help, q to quit):w
Net wor k ar nphonephils.net_0_3 is busy
Net wor k ar nphonephils.net_0 3 is triple-disjoint
Process JPH L(A) obeys client-server protocol
clients(JPH L(A)) =
{<wrestles.A 0.4> <westles.A 0.3>,

<wrestles.A 0.2> <westles.A 0.1}
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servers(JPHI L(A)) = {}

Net wor k ar nphonephils.net 0 3 is deadl ock-free
Net wor k ar nphonephils.net _0 is deadl ock_free

To complete the deadlock analysis the other essential component is analysed in the
same manner

Command (h for help, g to quit): sarmphonephils.net_1
Conmand (h for help, g to quit):a

Conmand (h for help, q to quit):w

Net wor k ar nphonephils.net _1 4 is deadl ock-free
Net wor k ar nphonephils.net _1 is deadl ock_free
Net wor k ar nphonephi |l s. net is deadl ock _free

The proof of deadlock-freedom for the network of Telephoning, Arm-wrestling,
Dining Philosophers has now been completed.

The agorithm for network decomposition requires the construction of the network
communication graph and vocabulary. Using the following algorithm, it is possible to
do this with complexity O(nlog(n)).

1. Start with thetwo arrays, first and second, that were constructed in order to estab-
lish triple digointedness. Scan the two arrays to construct the list of pairs of the
form (first(e), second(e)) such that both elements of the pair have been defined.
Thislist will contain all the edges of the communication graph, but some of them
may beduplicated. Theset of valuesof e which contributetothislist isthe vocab-
ulary of the network.

2. Purge duplicate pairs from the list by performing a merge-sort (as described in
[Paulson 1991]). Thiswill resultinalist of the edgesin the communication graph.

Thefirst step of thisagorithm has complexity O(n), where n isnow taken asthe num-
ber of edges in the communication graph; the second, which involves performing a
merge-sort, has complexity O(nlog(n)).

To complete the network decomposition, local checks of process pairsremain to be
done, whichis O(n), and also some global graph operations, which can also be donein
O(n) using the DFS. So network decomposition can be done with overall complexity

O(nlog(n)).
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Restricting a Network to its Vocabulary

Deadlock Checker also has afeature to restrict anetwork to itsvocabulary (only shared
events visible). By lemma 5 (page 32) we know that if a network transformed in this
way is deadlock-free then so must have been the original network. Thisis useful, for
instance, in the case of a network containing a cyclic-PO essential component, where
some of the processes have had extrachannel s added for communication with processes
inother essential components, which are not used according to the cyclic-PO paradigm.

However it is possible for the act of hiding these extra channels to introduce diver-
gence, which renders the resulting network unsuitable for deadlock analysis by our
methods. This only happens when an arbitrarily long sequence of communications on
the external channels is possible.

The technique that we use to restrict a network to its vocabulary comprises the fol-
lowing steps

1. The vocabulary of the network A is calculated (those events which occur in the
alphabet of two processes).

2. For each process P; all eventsin o P— A arehidden. Inthe normal-form transition
system for P thisinvolves relabelling with 7 those transitions labelled with any
of these events and removing acceptance sets which include these events.

3. Theresulting transition system then needsto berenormalised. Thisis performed
using Roscoe’s algorithm as described in section 3.1.

4. The transformed network is placed on Deadlock Checker’s network stack. If it
Is subsequently proven deadlock-free then so must be the original network.

Checking for Livelock-Freedom

Deadlock Checker does not overlook the important property of livelock-freedom. We
implement the proof rule of Roscoe (theorem 5, page 31) which works in many cases.
The order in which the processes are supplied is significant here. The intention is to
establish divergence-freedom after al internal communications have been hidden. To
do this, we need to show that no process can communicate indefinitely with those before
it in the network list, as follows.

1. For each process P; we calculate the subset of its al phabet shared with predeces-
sorsin the process list and call this N;.

2. We then consider the subgraph of the normal-form transition system of P; con-
taining only those arcs labelled with events which liein N;.

3. If thissubgraph contains no circuit then P; cannot communicate indefinitely with
its predecessors in the network list.
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3.4 Towardsa General Purpose Algorithm

The SDD algorithm

The tools described above are useful for proving deadlock-freedom for networks con-
structed according to rigid design rules. But they do not allow for any improvisation by
the creative programmer. The only scope for improvement is the addition of checking
code for extra design rules, as and when required.

Despite these limitations, the design rulesthat are understood by Deadlock Checker
enable the automatic proof of deadlock-freedom for networks of an unprecedented size.

In this section we shall describe the development of an alternative agorithm, which
has no knowledge of design rules, and yet turns out to be able to do much offered by
the above tools, and more besides. A characteristic of deadlock-states of busy, triple-
digoint networks, is that they involve a cycle of ungranted requests (theorem 1, page
29). So if we can prove that a network can never have a cycle of ungranted requests,
then it is deadlock-free. Thisis the fundamenta principle which underlies the proof
technique of variant functions (theorem 2, page 29).

We now present a closely related aternative to variants, the SDD agorithm. This
attempts to prove deadlock-freedom by forming a state-dependence digraph. Thisis
basically a kind of giant wait-for digraph which instead of having just a single vertex
to represent a process has a different vertex for each minimal acceptance set of each
normal-form state.

1. Starting with anetwork of normalised transition systems (P, P, ... Py) weform
the communication graph G, and adigraph, SDD, which isinitially empty.

2. For each edge (P, P') of G weformtheset D(P, P') of al normal-form state
pairs (S, S") that processes P and P’ can bein simultaneously.

3. For each pair (S,.S") ineach D(P, P'), for each minimal acceptance set A of .S
and for each minimal acceptance set A’ of S’, if P hasan ungranted request to P’,
with respect to A —thevocabulary of thenetwork, addarc ((P, S, A), (P', 5", A"))
to digraph SDD. Andif P’ has an ungranted request to P, with respect to A, add
ac((P',S",A"),(P,S,A)).

4. We now have constructed a digraph, SDD. If this is circuit-free the network is
reported as being deadlock-free.

Theorem 10 Abusy, triple-digoint network, which hasa circuit-free state dependence
digraph, is deadlock-free

Proof. Consider a busy, triple-digoint network V' = (P,,..P,). Suppose that V' has
adeadlock state
o= (s,(X1,.. X))
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In this state there is a cycle of ungranted requests
Pi1 ﬂ.PiQU—’[}..Piko—’é.Pil

Where each process P;, has performed trace s [ «P;,, and isrefusing set X, . Let
this trace and refusal set correspond to state and acceptance set (S, , A;, ) of the normal
form transition system for P;,. As P;, has an ungranted request to P;, _ , in state o, the
analysis of the two processes will produce an arc from vertex (P;,, S;,, A;, ) to vertex
(Piyy 1> Siny,» Asy,,) inthe state dependence digraph. Performing this analysis of each
pair of consecutive processes in the cycle of ungranted requests will result in acircuit
in the state dependence digraph.

So we have shown that if there is adeadlock-state of V, then thereisacircuit inits
state dependence digraph. This completes the proofO

Hereiswhat happens when we apply the SDD algorithm to the Dining Philosophers
network.

Command (h for help, g to quit):Iphilsnet

Command (h for help, qto quit):v

Network phils.net is triple-disjoint

Net wor k phils.net is busy

Found possible cycle of ungranted requests:
FORK(0) ready to do drops.0.0 blocked by PH L(0)

PH L(0O) ready to do takes.0.4 blocked by FORK(4)
FORK(4) ready to do drops.4.4 blocked by PH L(4)
PH L(4) ready to do takes. 4.3 blocked by FORK(3)
FORK(3) ready to do drops. 3.3 blocked by PH L(3)
PH L(3) ready to do takes. 3.2 blocked by FORK(2)
FORK(2) ready to do drops.2.2 blocked by PH L(2)
PH L(2) ready to do takes.2.1 blocked by FORK(1)
FORK(1) ready to do drops.1.1 blocked by PH L(1)
PH L(1) ready to do takes.1.0 bl ocked by FORK(O0)

The state dependence digraph for the Dining Philosophers is shown in figure 3.9,
constructed from the normal form transition systems shown in figure 3.4. (As each
processin the network is deterministic thereis exactly one minimal acceptance set cor-
responding to each state. In the case of anon-deterministic system there would need to
be more than one vertex to represent certain states in the state-dependence digraph.) It
contains a single circuit, representing the situation where each philosopher has picked
up his left fork.

Although SDD works in many cases where the variant functions could have been
used, it isnot quite so powerful, because of thefact that an arbitrary number of maximal
failures of aprocess can be mapped onto asingle state in the normal form. One example
of thisisthat the SDD technique will often fail for networks of cyclic processes which



94 CHAPTER 3. A TOOL FOR PROVING DEADL OCK-FREEDOM

Figure 3.9: Construction of SDD for Dining Philosophers
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are amenable to variant function technique. It will sometimesfind a‘phantom’ cycle of
ungranted requests which cannot actually occur. For instance, consider what happens
when we apply the algorithm to the deadlock-free toroidal cellular array.

Command (h for help, q to quit):|torus.net

Conmand (h for help, q to quit):v

Found possible cycle of ungranted requests:

CELL(2,3) ready to do e.2.3.right e.3.3.left
bl ocked by CELL(3, 3)

CELL(3,3) ready to do e.3.2.down e.3.3.up
bl ocked by CELL(3, 2)

CELL(3,2) ready to do e.0.2.left e.3.2.right
bl ocked by CELL(O, 2)

CELL(0,2) ready to do e.0.1.down e.0.2.up
bl ocked by CELL(O, 1)

CELL(0,1) ready to do e.0.1.right e.1.1.left
bl ocked by CELL(1,1)

CELL(1,1) ready to do e.1.0.down e.1.1.up
bl ocked by CELL(1, 0)

CELL(1,0) ready to do e.1.0.right e.2.0.left
bl ocked by CELL(2,0)

CELL(2,0) ready to do e.2.0.up e.2.3.down
bl ocked by CELL(2, 3)

The cycle of ungranted requests that has been reported cannot actually occur. Proc-
€SSCELL( 2, 3) canonly have an ungranted request to CELL( 3, 3) if thelatter hasyet to
complete its previous communication cycle. Also no cyclic-PO process can ever have
an ungranted request to a another one that has completed more cycles. Following the
potentia cycle of ungranted requests in this way actually takes us back to the origina
processCELL( 2, 3) inthesame state but on an earlier cycle. Clearly aprocess cannot be
on two I/O cycles simultaneously, so the potential cycle of ungranted requestsisunreal.
What it actually representsisaspiral of ungranted requests backwards in time.

We shall address this problem by refining the algorithm later on, but first let us
explore the power of this prototype version in relation to some other design rules.

Applications of the SDD algorithm

Theorem 11 Any circuit-free client-server network composed from finite-state ‘ basic’
processes has a circuit-free state dependence digraph

Proof. Consider a basic client-server network V' = (P;,.., P,), with a circuit-free
topology. Thisisdeadlock-free by rule 7 (page 47). We shall show that the state depen-
dencedigraph of V' can never have apath of length 2, going through states of processes



96 CHAPTER 3. A TOOL FOR PROVING DEADL OCK-FREEDOM

P;, P;, Py, such that the relationship between P; and P; isclient to server and the rela-
tionship between P; and P, is server to client. Then the circuit-freedom of the state
dependence digraph will follow as a direct consequence of the circuit-freedom of the
client-server digraph.

So first suppose that there is an arc in the state dependence digraph
((Pj, 55, Aj), (Pr, Sk, Ax))

where P; communicates with P, as server to client. This arc represents a potential
ungranted request in the subnetwork

(P}, Pr)

and we can deduce, from the definition of the basic client-server protocol, that this can
only occur when P; iswaiting for P, to perform arequisition or drip event. It also fol-
lows from rule (b) that P; isready to perform all its server requisition and drip events,
i.ethey areall contained in 4;.

Now suppose that there is another arc in the state dependence digraph

((P“ Si’ Al)v (Pj’ Sj? AJ))

where P; communicates with P; as client to server. This arc represents an ungranted
reguest in the subnetwork
<P ) P J )

We aready know that A; contains every server requisition and drip event of P;, so P;
must be waiting to communicate with P; on a client acknowledge channel. But thisis
impossible by rule (c) of the protocol.

Thiscontradiction meansthat thereisno path in the state dependence digraph which
goesfrom client to server and then from server to client. Therefore, asthe client-server
digraph is circuit-free, there can be no circuit in the state dependence digraph, so the
network will be reported as being deadl ock-free by the SDD algorithm. O

The SDD algorithm is clearly more powerful than the tool for checking deadlock-
freedom in basic client-server networks. It will always work and does not require the
processes to be supplied in any particular order. However, asit has no intelligence reg-
arding the actual protocol, it will probably be less useful as adebugging aid, especially
for analysing networks constructed by teams rather than by individuals.

Theorem 12 Any finite-state user-resource networ k which obeys the Resource Alloca-
tion Protocol has a circuit-free state-dependence digraph.

Proof. Consider a finite-state user-resource network which adheres to the Resource
Allocation Protocol (page 56). Suppose that there is a circuit in its state-dependence
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digraph. Due to the bipartite nature of the network, this circuit must run through a
sequence of vertices of the form

(( Uiz ) Siz ) Ai1)7 (Rj1 ) sz ) Aj1 )7 c ( Uik: Sik'Aik)7 (ij Sjk’ Ajk))

A user process can only have an ungranted request to a resource when it is waiting to
claim it. We deduce that for each process R;, , state S;, isthe normal-form state where
itiswaiting to be released by the next processin thecircuit, U;, , . (addition modulo ),
whichisin state S;, . ,. (Seefigure 3.6.)

Now the arc ((R;,, S;,, Aj,), (Ui, 1+ Siy s> Ay, ) represents an actual ungranted
request within the subnetwork (i2;,, U, . , ) soit must be possiblefor U;, , , tobeholding
resource R;, in state S;,, . Asit also tries to claim resource R;, , from this state, it
followsthat R;, > R;, ., by theterms of the protocol. Applying thisresult al the way

around the circuit leads to the following contradiction

h+1

R, >R, > .. ,R, >R,

From this we conclude that the state-dependence digraph is actualy circuit-free, and
the network will be reported as being free of deadlock by the SDD agorithmO

In practice, the SDD algorithm also seems to be a useful tool for analysing user-
resource networks, where the users communicate with each other, obeying the Extended
Resource Allocation Protocol. 1t hasno troublewith proving the Arm-Wrestling Dining
Philosophers deadl ock-free (or indeed the Telephoning Arm-Wrestling Dining Philoso-
phers). It would be nice if whenever the subnetwork of user processes could be proven
deadlock-free by the SDD agorithm so could be the whole network. However thisis
not always the case, as the following example illustrates.

pragma channel a,b,c,cl,rl1,c2,r2

U=(b->U1|"] a->Ul) [] cl->r1->U1
R2=(c->W2 |7 b->U2) [] c2->r1r2->12
U3 =a->c->18

R=c¢cl->r1l->RJ[] ¢c2->r2->R

--+ U1, U2, U3, R

Here network (U1, U2, U3) is provably deadlock-free by the SDD algorithm, but
(U1, U2, U3, R) isnot, even though it obeys the Extended Resource Allocation Pro-
tocol, and sois, in fact, deadlock-free. Intheformer caseevents c1, r1, ¢2,and r2 lie
outside the vocabulary, so there are no ungranted requests between U1 and U2 with
respect to the vocabulary. But in thelatter case the vocabulary includes al these events
and a potential cycle of ungranted requests is reported.

U2 ready to do b bl ocked by Ul
Ul ready to do a bl ocked by U3
U3 ready to do c¢ bl ocked by U2
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Analysing Non-Standard Networ kswith SDD

Welch, Justo and Willcock consider an interesting example of client-server network
wherethe basic protocol has been slightly abused [Welch et al 1993]. The system com-
prises a USER process which is stimulated by regular ‘ticks' from a CLOCK process.
The USER process may reset the interval between ticks by means of areset channel.
Conceptually, process USER communicates as both a client and a server with process
CLOCK. In order to avoid a circuit of client-server relationships a ‘ circuit-breaker’,
consisting of aone-place overwriting buffer OWB together with aprompter PROMPT,
isinserted aong the reset channel. The client-server digraph of the resulting systemis
shown in figure 3.10.

Figure 3.10: Client-Server Digraph for CLOCK Network

< tick >
CLOCK USER
< reset > < user_reset >
PROMPT g ans> OowB

The machine-readable CSP code for this network is as follows;

pragma channel tock, user_reset,req, ans, reset,tinme_out

USER = tock -> (USER | 7| user_reset -> USER)

PROWT = req -> ans -> reset -> PROWPT

ONB = user_reset -> (req -> ans -> OB [] OMB)
CLOCK = reset -> CLOCK [] time_out -> tock -> CLOCK

- -+ PROWPT, CLOCK, USER, O/\B

In this definition CLOCK has an internal event time _out. This event represents a
signal from an internal timer process that it is time to send out the next tock. Each
process behaves according to the basic client-server protocol, apart from OWB. This
process will shut down service on channel req whenever its buffer is empty. This con-
travenesrule (b) of the protocol. Nonetheless Welch, Justo and Willcock claim that the
network isdeadlock-free. Thiscannot be shown by the algorithm which tests adherence
to the basic client-server protocol, but it is no problem for the SDD agorithm.
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Command (h for help, q to quit):Iclocknet
Command (h for help, qto quit):v
Checki ng PROWT wi th CLOCK

Checki ng PROWT with OAB

Checking USER wi th CLOCK

Checking USER with OAB

Net wor k cl ock. net is deadl ock-free

Thisisagood example of asituation where aprogrammer’sintuition has been auto-
matically confirmed by SDD, avoiding the need for an analytic proof. As the system
was designed with an aircraft control system in mind, this could be useful.

Accommodating Cyclic Processes

In general, the SDD is unable to prove networks of cyclic processes deadlock-free.
However these are an important ingredient of many parallel algorithms. Fortunately
we can remedy the problem as follows. First of all we extend the network analysis to
produce a state-dependence digraph with coloured arcs.

Remember that arc ((P, S, A),(P', S’, A’)), represents an ungranted request from
process P in state S to process P’ in state S’. If this can occur only when P and P’
have each visited their initial state exactly the same number of times, we colour the arc
red. Alternatively if P must have visited itsinitia state more times than P’ we colour
the arc green. Otherwise the arc is coloured blue to represent uncertainty.

The arc colouring is calculated in a similar way to the technique for specification
checking described on page 71. First we construct a set of records of the form

(op,opr, cCOUNt)

Each record contains a pair of statesthat P and P’ may simultaneously be at together
with a numeric labelling: count. This represents the number of times that the initial
state of P has been ‘crossed’ minus the number of times that theinitial state of P’ has
been crossed. A processissaid to have crossed itsinitial state whenever it performs an
event which returnsit to itsinitial state. If the numeric labelling of state pairsis found
to beinconsistent, i.e two records are found (o p, o p/, count) and (o p, o p/, count’) with
count # count’, then all the numbering information regarding states of (P, P’} isdis-
carded. Any ungranted request found between the two processes is regarded as being
‘uncertain’ and coloured blue. If, however, aconsistent numbering isdiscovered it may
be used to colour ungranted requests red, green or blue in the manner described above.

Toillustrate how the coloured state dependence digraph is constructed, let usreturn
to the example of the two-place buffer from page 73. Recall that this was defined as
follows

LEFT = in— mid— LEFT
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aLEFT = {inmid}

RIGHT = mid — out — RIGHT
aRIGHT = {mid,out}

V = (LEFT,RIGHT)

The exhaustive search for records of the form (o grt, orcHT, COUNt) proceeds as fol-
lows. First we have

pending = {(0, 0, 0)}, done = {}

Check (0, 0, 0); possibletransition isin; neither initial stateis crossed; leadsto record:
(1,0,0). Now we have

pending = {(1,0,0)}, done= {(0,0,0)}

Check (1,0, 0); possible transition is mid; initia state of LEFT is crossed; leads to
record: (0, 1, 1). Now we have

pending = {(0, 1, 1)}, done= {(0,0,0),(1,0,0)}

Check (0, 1, 1); possible transitions are in and out; if in is performed neither initial
stateis crossed but if out is performed initial state of RIGHT is crossed; lead to records
(1,1,1)and(0,0,0). Now we have

pending = {(1,1,1)}, done= {(0,0,0),(1,0,0),(0,1,1)}

Check (1,1, 1); possible transition is out; initial state of RIGHT is crossed; leads to
record (1, 0, 0). Now we have

pending = {}, done= {(0,0,0),(1,0,0),(0,1,1),(1,1,1)}

Now we have discovered all the state pairs in which processes LEFT and RIGHT may
simultaneously rest. For each pair we have found an invariant property count which
represents the number of timesthat LEFT hasvisited itsinitial state more than RIGHT.

Suppose that LEFT and RIGHT are embedded in some network V' which has a
vocabulary A containing events in and out. We find that state pair (0, 0) involves an
ungranted request from RIGHT to LEFT with respect to A. Thisisrepresented asared
arc in the coloured state dependence digraph because the value of count is always zero
for this state pair. We also find that state pair ( 7, 1) involves an ungranted request from
LEFT to RIGHT with respect to A. Thisis represented as a green arc in the coloured
state dependence digraph because the value of count isalways 1 for this state pair. The
other state pairs, (0, 1) and (7, 0) do not involve any ungranted requests.
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So the analysis of LEFT and RIGHT would result in the addition of the following
arcs to the coloured state dependence digraph for V.

Process. RIGHT Process: LEFT
Red arc: State: 0 ) , ( State: 0 ))
Acceptance set:  {mid} Acceptance set:  {in}
Process: LEFT Process: RIGHT
Green arc: State: 1 ) , ( State: 1 ))
Acceptance set:  {mid} Acceptance set:  {out}

When the same analysis is applied to processes FORK(0) and PHIL(0) in the Din-
ing Philosophers network, inconsistencies are found in the count variable. This obvi-
ous by the fact that process FORK(0) may cross its initial state any number of times,
by cycling on eventstakes. 7.0 and drops. 1.0, before process FORK( 0) has performed
any event at al. Inthis case all the ungranted requests detected between the processes
would appear as blue arcs in the coloured state dependence digraph.

Any circuit in the coloured state-dependence digraph containing ablue arc remains
a potential cause of deadlock, so does any circuit which contains only red arcs. But a
circuit containing no blue arcs and at least one green arc does not represent a cycle of
ungranted requests in the network, for the ungranted requests cannot all occur simulta-
neously.

We check for deadlock-freedom as follows. First we use a variant of the DFS to
remove al those arcs from the digraph which do not lie on any circuit (described in
appendix B). If any blue arc remains then there is potentia for deadlock. Otherwise
all the remaining arcs must be red or green. The only risk of deadlock inthis caseisif
thereis acircuit consisting only of red arcs, so we remove al the greens arcs and then
see whether any circuit till remains.

Given that the motivation for the CSDD agorithm was to be able to handle cyclic
processes, the following result is not altogether surprising.

Theorem 13 Take adeadlock-free network of cyclic-LOP processes. Itscoloured state-
dependence digraph contains neither a blue arc nor a circuit of red arcs.

Proof. Let V = (P;,..P,) beadeadlock-free network of cyclic-L OP processes. Each
process is finite-state by definition. We observe that athough a cyclic-LOP process
does not necessarily visit the same states on each cycle, itsinitial state isalways crossed
between cycles. Between any two visits to a particular state, such a process performs
every event in its alphabet the same number of times, equal to the number of times that
it has crossed itsinitial state.

Consider asubnetwork of two communicating cyclic-L OP processes, ( P;, P;). Sup-
pose that these processes may simultaneously be in states o p, and o p,. Between two
particular visitsto this state pair, suppose that P; performs m; cycles of eventsin a P;
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and P; performs m; cycles of eventsin o P;. Asthe processes communicate with each
other we have
aP;naP; #{}

Let ¢ be an event from o P; N . P;. Between the two visits to the state pair, event ¢
has been performed m; times by P; and has also been performed m; times by P;. So
m; = m;; in other words P; and P; must each cross their initial state the same number
of times between any two visits to agiven pair of states.

This means that when the subnetwork ( P;, P;) is analysed for records of the form

(op,,0p;,COUN)

where count represents the number of times more that P; has crossed its initial state
than P;, we shall find that count is invariant for any pair of states.

A cyclic-LOP process can only have an ungranted request to another process which
has performed the same number of cycles or onelesscycle. It followsthat the coloured
state dependence digraph for V' contains only red and green arcs, no blue arcs. Suppose
that acircuit of red arcswere found. Thiswould correspond to a sequence of processes

(Pi,,-.Pi, Pi)
such that each process P;, would have astate whereit could perform someevent ¢;, with
its successor in the sequence but not be able to to perform some other event ¢, ; with
its predecessor in the sequence, despite having completed the same number of cycles.
Thiswould imply the existence of acircuit in the o> relation,

e D> .. cp D> ey

which would contradict theorem 8 (page 41), so there can beno circuit of red arcsinthe
coloured state dependence digraph for V. It followsthat V' will be passed as deadl ock-
free by the CSDD agorithmO

Unlike the SDD agorithm, the CSDD agorithm has no problem with the toroidal
cellular array.

Command (h for help, g to quit):x
Net wor k torus.net is deadl ock-free

Although the new algorithm can handle cyclic-LOP networks it is not guaranteed
to be able to prove deadlock-freedom for cyclic-PO networks in general, as these may
have legitimate cycles of ungranted requests at times, despite being deadl ock-free.

Note that when it is required to use CSDD to prove deadlock-freedom for hybrid
networks including cyclic subnetworks, one has to be careful that the extra communi-
cations added to the cyclic processes do not remove the property that they should each
crosstheir initia state exactly once after each cycle.
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Each stage in the analysis has O(n) complexity (where n is the number of edges
in the communication graph), given our usua assumptions about the number of states
and events of each process, except for the construction of the communication graph and
vocabulary, which we have shown to be feasible with O(nlog(n)) complexity. Thus
the CSDD algorithm can be performed with complexity O(nlog(n)).

Allowing for Weak Conflict

Another useful way to extend the SDD algorithm isto incorporate theorem 3 (page 30).
Recadll that if a network is shown to be free of strong conflict then any deadlock state
must contain a cycle of ungranted requests of length at least three. This means that if
the state dependence digraph of a strong conflict free network contains no circuits of
length three or more then the network is deadl ock-free regardless of how many circuits
of length two are found.

The property of strong conflict freedom may be checked during the construction of
the state dependence digraph at virtually no extracost. If astrong conflict isfound then
it isreported and the algorithm terminates.

Searching for circuits of length three or morein asimple digraph may be performed
by the following agorithm. For each arc (v, v") of thedigraph D(V, A), use the DFS
to look for a path from v’ to v in the digraph D(V, A — ((v’,v))). If no such path is
found then the digraph has no circuit of length three or more.

For our coloured digraph, we adapt this algorithm as follows. First we check that
there isno circuit of length at least three containing ablue arc. For each bluearc (v, v")
we use the DFS to look for apath from v’ to v inthe digraph D(V, A — ((v', v))). If
no such circuit is found then we remove al the blue and green arcs from the digraph
and search for a circuit of length three or more in the resulting red digraph. If noneis
found we have proved deadl ock-freedom.

In the prototype version of Deadlock Checker, thisimprovement has been included
as part of the CSDD test, but not the SDD test. Unfortunately the technique that we use
to check for circuits of length three or more, increases the complexity to O(n?), asa
DFS search may now be required for each arc in the digraph. However, there may well
exist amore efficient technique than this.

Potential for Further Improvement

Despite the improvements that we have made to the original SDD algorithm, the possi-
bility remains of detecting bogus cycles of ungranted requests. One way in which this
has been observed in practice has been the detection of acircuit in the state dependence
digraph which crosses more than one state of the same process. It is clearly impossible
for a process to be in two states at the same time so such a circuit cannot represent a
real cycle of ungranted requests.

Suppose that we now colour the vertices of the state dependence digraph, where
each colour representsthe states of aparticular process. To avoid the problem described



104 CHAPTER 3. A TOOL FOR PROVING DEADL OCK-FREEDOM

above we are looking for an agorithm to determine whether this digraph contains a
circuit in which every vertex has a different colour. At the time of writing no efficient
algorithm has been found to decide this question in general (which may easily be shown
to belong to class NP). However even an inefficient algorithm would be useful in the
case where the state-dependence digraph contains only a small number of circuits.

A more promising approach involving this vertex colouring is based on the concept
of request selector functiongDathi 1990, Roscoe 1995]. Suppose that there is some
vertex of the state dependence digraph, v = (P, S, A), which has outgoing arcs to
vertices which have severa different colours. Now suppose that we choose one par-
ticular such colour C'(v) and delete every outgoing arc from v that points to a vertex
with adifferent colour from C'(v). If the stripped down version of the state dependence
digraph which results contains no circuit then it is still the case that the network must
be deadlock-free. The result still holds no matter how many vertices v are treated in
this manner.

Thismay beinformally justified asfollows. What we have actually doneisto choose
a particular process to which P has a request, when it is accepting the events of A in
state S, and to ignore requests to other processes. For any deadlock state of the net-
work, we could still find acycle of ungranted requests corresponding to acircuit in the
stripped down state dependence digraph.

It is thought that this technique should be useful as follows. Suppose that a state-
dependence digraph has been constructed and isfound to contain circuits. Anagorithm
is envisaged which would attempt to find a sequence of vertex and colour selections
leading to the removal of sufficient arcs to render the digraph circuit-free, and hence
prove deadl ock-freedom.

We could a so extend the power of the checker to embrace the design rule of Brookes
and Roscoe (theorem 4, page 30). Wemight do this by adding an extradimension to the
coloured state dependence digraph: arcs would either be ‘flashing’ or ‘non-flashing’.
An ungranted request from a state of process P to a state of process @) would be set
to be flashing only if it had been shown that ¢) must have communicated with P more
recently than with any other processin that situation. Then any circuit of flashing arcs,
of length greater than two, could not represent areal cycle of ungranted requestsin the
network, as the ungranted requests could not occur simultaneously. Thisfollows from
the reasoning we used to prove theorem 4.

It would also berdatively straightforward to alow for networkswherethe processes
can terminate. Dathi defines a network to be prudent if no process ever tries to com-
municate with one that is only willing to perform event / [Dathi 1990]. With a slight
adjustment to the definition of deadlock-freedom to alow for termination, the CSDD
algorithm could be implemented in exactly the same way for a network containing ter-
minating processes which had been shown to be prudent.

Dueto the exponentia state explosion asanetwork growsin size, it seemsunlikely
that thereisan algorithm for deciding deadlock-freedom for finite-state processeswhich
is both efficient and complete. There are certain networks for which deadlock-freedom
depends on some crucial property of global states. For instance the analysis of a“token-
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ring’ system in [Brookes and Roscoe 1991] involves proving that there is exactly one
‘token’ present in any state of the system. The techniques described above, being based
on local analysis, would be inadequate for this particular task. However there is cer-
tainly much scope for automatic assistance in performing analyses of this nature. The
limitations of proving deadlock-freedom purely by local analysis are further discussed
in [Roscoe 1995].

Thereis clearly potentia for expanding the armoury of efficient verification tech-
niques such as CSDD. If these are to be used in anything other than atrial and error
fashion they must be backed up with further design rules which will enable networks
to be built not only deadlock-free, but that may be easily verified so.



