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Abstract
The Design and Construction of Deadlock-Free Concurrent Systems
Jeremy Martin

Itisadifficult task to produce software which is guaranteed never tofail, butitisavita
goal for which to strivein many real-life situations. The problem isespecialy complex
inthefield of parallel programming, where there are extra things that can go wrong. A
particularly serious problem is deadlock. Here we consider how to construct systems
which are guaranteed deadlock-free by design.

Design rules, old and new, which eliminate deadlock are catalogued, and their the-
oretical foundation illuminated. Then the development of a software engineering tool
is described which proves deadl ock-freedom by verifying adherence to these methods.
Use of thistool isillustrated with severa case studies.

The thesis concludes with a discussion of related issues of paralel program relia-
bility.
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| ntroduction

The Deadlock Problem

Throughout our lives wetake for granted the safety of complex structures that surround
us. We live and work in buildings with scant regard for the lethal currents of electricity
and flammable gas coarsing through their veins. We cross high bridges with little fear
of them crumbling into the depths below. We are secure in the knowledge that these
objects have been constructed using sound engineering principles.

Now, increasingly, we are putting our livesinto the hands of complex computer pro-
grams. One could cite aircraft control systems, railway signalling systems, and medical
databases as examples. But whereas the disciplines of electrical and mechanical engi-
neering have long been well understood, software engineering isinitsinfancy. Unlike
other fields, thereisno generally accepted certification of competence for its practition-
ers.

Formal scientific methods for reliable software production have been devel oped,
but these tend to require alevel of mathematical knowledge beyond that of most pro-
grammers. Engineers, in general, are usually more concerned with practical issuesthan
with the underlying scientific theory of their particular discipline. They want to get on
with the business of building powerful systems. They rely on scientists to provide them
with safety rules which they can incorporate into their designs. For instance, a bridge
designer needs to know certain formulae to calculate how wide to set the span of an
arch — he does not need to know why the formulae work. Software engineering isin
need of abattery of similar rules to provide a bridge between theory and practice.

The demand for increasing amounts of computing power makes parallel program-
ming very appealing. However additional dangers lurk in this exciting field. In this
thesis we explore ways to circumvent one particularly dramatic problem — deadlock.
Thisis a state where none of the constituent processes of a system can agree on how
to proceed, so nothing ever happens. Clearly we would desire that any sensible system
we construct could never arrive at such a state, but what can we do to ensure that this
isindeed the case?

We might think to use a computer to check every possible state of the system. But,
given that the number of statesof aparallel system usually growsexponentialy withthe
number of processes, we would most likely find the task too great. Perhaps we would
conduct experimental tests to try to induce deadlock. This approach would reveal any
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2 INTRODUCTION

obvious problems, but there might be deadl ocks that require many years of running time
to appear which we would never detect. We could attempt to construct a mathemati-
cal proof of deadlock-freedom, but we would soon discover that, even for small pro-
grams, thisis often extremely difficult and time-consuming. The problem with all these
approaches is that the deadlock issue has been |eft to the end of the software develop-
ment process, when it isreally too late. Design rules are needed, which may be applied
apriori: rules which guarantee deadlock-freedom, are not too restrictive, and are easy
to follow.

Early work in concurrency wasframed in the context of multitasking operating sys-
tems. The idea was to share an expensive collection of hardware resources between a
number of user processes. The classic illustration of the risk of deadlock in this situa-
tion is the Dining Philosophers of E. W. Dijkstra (described in [Hoare 1985]).

Five philosophers sit around atable. Each hasafork to hisleft. Aneverlasting bowl
of spaghetti isplaced in the middle of the table. A philosopher spends most of histime
thinking, but whenever he is hungry he picks up the fork to his left and plungesit into
the bowl. As the spaghetti is very long and tangled he requires another fork to carry
it to his mouth, so he picks up the fork to his right as well. If, on attempting to pick
up either fork, he should find that it is already in use he simply waits until it becomes
available again. When he has finished eating he puts down both forks and continues to
think.

Thereisaserious flaw in this system, which is only revealed when all the philoso-
phers become hungry at the sametime. They each pick up their |eft-hand fork and then
reach out for their right hand fork, which is not there — a clear case of deadlock.

Figure 0.1: Deadlocked Dining Philosophers

Rules of varying complexity have been devised to tackle this problem. Thesimplest is
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to all ocate to each resource aunique integer priority. Then deadlock may be avoided by
ensuring that no user process ever tries to acquire a resource with higher priority than
one it already holds. In the case of the Dining Philosophers we could label the forks
from zero to four, clockwise around the table. Four out of the five philosophers would
then have afork of higher priority to their left than their right, and so their behaviour
would conform to the rule. Thefifth, however, would have fork number zero to hisleft
and fork number four to hisright, so he would break therule. If he were to modify his
behaviour to aways pick up the fork to his right first, the risk of deadlock would be
removed. Thisexampleillustrates the power of using design rules to prevent patholog-
ical behaviour. The theory behind this particular rule is described in Chapter 2.

As computer hardware becomes more abundant, the main issue in concurrency is
no longer how to share out sparse resources between multiple tasks, but rather how
best to spread a single task over multiple resources, in order to improve performance.
Here atask is decomposed into processes which communicate with each other, and it
is these communications which pose the threat of deadlock. Concurrent programming
languages provide little safeguard against this demon. Deadlock isaso apotential haz-
ard in naturally distributed systems, such as telephone networks and control programs
for complex machines. Imagine a control program for the cooling system of a nuclear
reactor. The program might run smoothly for many years without problem. Unlessrig-
orous methods had been used throughout to guarantee that the program was free from
deadlock there would be no way of knowing for sure whether a particular set of con-
ditions could one day arise that would cause it to deadlock, perhaps resulting in melt-
down.

Summary

Theintention of thisthesisisto provide arigorous means of engineering deadlock-free
concurrent systems of arbitrary size. The approach taken is to provide a collection of
design rules which may be used to guarantee freedom from deadlock. These rules are
by no means compl ete but do offer sufficient flexibility to be applicable to awiderange
of problems. A welcome bonus is that their use often leads to algorithms which are
more structured and elegant than those developed by ‘trial and error’.

Most programmers are to some extent error-prone. With this in mind a tool has
been devel oped to check for conformance to the design rules. It will be shown how the
combined weapons of design rules and automatic verification provide a vital defence
against the patient and cunning foe that is deadl ock.

Chapter 1 outlines the algebraic language of CSP which isused for specifying sys-
tems of communicating processes. A summary of existing techniques for deadlock
analysis using this model is provided.

Chapter 2 introduces somedesign rulesfor avoiding deadlock. Theseareformalised
in CSP. It is shown how they may be generalised and combined to provide a coherent
strategy for the design of deadlock-free systems.



4 INTRODUCTION

Chapter 3 describes the development of a software engineering tool for deadlock
analysis. Deadlock Checker. Thisis based on the results of the preceding chapters.

Chapter 4 comprises several interesting case studies of constructing deadl ock-free
concurrent systems with the occam programming language, using design rules.

We conclude with a discussion of how the design approach might be extended to a
wider domain of correctness issues.

A certain amount of mathematical terminology and notation is employed, deriving
from Set Theory and Logic, Partial Orders and Graph Theory. In the interests of self-
containment, and also due to alack of consistency in the literature, the basics of the
latter two fields are summarised in appendices A and B.



Chapter 1

Communicating Sequential Processes
and Deadlock

I ntroduction

This chapter is concerned with laying the mathematical foundations for the thesis. In
order to construct rigorous design rules for program design, we must first define a pro-
gramming environment. This chapter introduces the CSP language of C. A. R. Hoare,
which stands for Communicating Sequential Processes [Hoare 1985]. It is a notation
for describing patterns of communication by algebraic expressions. These may be man-
ipulated and transformed according to various lawsin order to establish important prop-
erties of the system being described.

Behind CSP lies amathematical theory of failures and divergences. Here aprocess
is defined in terms of abstract sets representing circumstances under which it might be
observed to go wrong. The model supplies a precise mathematical meaning to CSP
processes, and is consistent with the algebraic laws which govern them.

The standard operational model of CSP is also described. Here processes are rep-
resented by transition systems which illustrate their inner machinery. Thereisaclose
rel ationship between the operational model of CSP and the Failures-Divergences model
which means that the former may be used to prove properties of a system phrased in
terms of the latter.

Following this, the concept of deadlock isformalised and we introduce techniques
for deadlock analysis, developed by S.D.Brookes, A.W.Roscoe and N.Dathi. The prob-
lem of livelock is aso considered.

CSPisnot aprogramming language strictly speaking; it isamathematical notation.
However there are anumber of concurrent programming languages based on CSP, such
asoccam and Ada, so theoretical results derived using thismodel are applicable to real
programming.
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1.1 TheCSP Language

The basic syntax of CSP is described by the following grammar

Process :== SIOP ‘
XIP |
event — Process ‘
Process ; Process ‘
Process |[alph|alph]| Process
Process ||| Process ‘
Process M Process ‘
Process O Process |
Process \ event ‘
f(Process) ‘
name ‘
1 name e Process

Here event ranges over a universal set of events, ¥, alph ranges over subsets of ¥, f
ranges over a set of function names, and name ranges over a set of process names.

A process describes the behaviour of an object in terms of the events in which it
may engage. The simplest process of all is STOP. Thisisthe process which represents
adeadlocked object. It never engages in any event. Another primitive process is KIP
which does nothing but terminate successfully; it only performs the specid event /,
which represents successful termination.

An event may be combined with aprocess using the prefix operator, written —. The
process bang — UNIVERSE describes an object which first engages in event bang then
behaves according to process UNIVERSE. If we want to give this new process the name
CREATION we write this as an equation

CREATION = bang — UNIVERSE

Processes may be defined in terms of themselves using the principle of recursion.
Consider a process to describe the ticking of an everlasting clock.

CLOCK = tick — CLOCK

CLOCK is aprocess which performs event tick and then starts again. (Thisisasome-
what abstract definition. No information is given as to the duration or frequency of
ticks. We are simply told that the clock will keep on ticking.)
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In an algebraic sense CLOCK has been defined as the solution to an equation of the
form
X = F(X)

It is not always the case in mathematics that such equations have solutions (e.g. there
isnoreal solutionto z = z? + z + 1). Fortunately the underlying mathematical theory
of CSP guarantees that solutions exist to al such equations. The reason for thiswill be
explained later. The solutionto X = F(X) iswritten

wY e F(Y)
where Y isadummy process variable. Using this notation we could write CLOCK as

Y etick— Y

The recursive notation is commonly extended to a set of simultaneous equations
whereanumber of processes are defined in termsof each other. Thisisknown asmutual
recursion, several examples of which will be found in later chapters.

There are a number of CSP operations which combine two processes to produce a
new one. Thefirst of these that we shall consider is sequential composition.

UNIVERSE = EXPAND ; CONTRACT

is the process which first behaves like EXPAND, but when EXPAND is ready to termi-
nate it continues by behaving like CONTRACT. However it may also be possible that
EXPAND will never terminate.

It israther more complicated to compose two processesin parallel than in sequence.
It is necessary to specify a set of events for each process, known as its alphabet. The
process denoted

FRONT
PANTOHORSE = || {forward,backward,nod} | {forward,backward,wag} |
BACK

represents the parallel composition of two processes: FRONT with & phabet {forward,
backward,nod} and BACK with al phabet {forward,backward,wag}. Here each process
behaves according to its own definition, but with the constraint that events which are
in the aphabet of both FRONT and BACK, i.e. forward and backward, require their
simultaneous participation. However they may progressindependently on those events
belonging solely to their own alphabet. If asituation wereto arise where FRONT could
only perform event forward and BACK could only perform event backward then dead-
lock would have occurred.

Parallel composition may be extended to three or more processes; given asequence
of processes V' = (P, . ., Py) with corresponding alphabets (A4 ;, . . Ay ) wewritetheir
parallel composition as

PAR(V) = [[i; (Pi, 4i)
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Note that it isimplicitly assumed that the termination event / requires the joint partic-

ipation of each process P;, whether or not it isincluded in their process a phabets.
An dternative form of parallel composition isinterleaving, where there is no com-

munication between the component processes. In the parallel combination

BRAIN ||| MOUTH

the two processes, BRAIN and MOUTH, progress independently of each other and no
cooperation is required on any event, except for 1/, the termination event. Any other
actions which are possible for both processes will only be performed by one process at
atime. Interleaving is a commutative and associative operation and so we may extend
the notation to various indexed forms, such as

|||1T'b:1 Pn? |||z:X Pﬂ?

A useful feature of CSPisthe ability to describe nondeter ministic behaviour, which
iswhere a process may operate in an unpredictable manner. The process

BUFFER = TWOPLACE 1 THREEPLACE

may behave either like process TWOPLACE or like process THREEPLACE, but there
isno way of telling which in advance. The purpose of the M operator isto specify con-
current systemsin an abstract manner. At the design stage, thereisno reason to provide
any moredetail than isnecessary and, where possible, implementation decisions should
be deferred until |ater.

This operation is known as internal choice. CSP also contains an external choice
operator O which enables the future behaviour of a process to be controlled by other
processes running along side it in parallel, which, collectively, we call its environment.

The process

MW = DEFROST O COOK

may behave like DEFROST or like COOK. Its behaviour may be controlled by its envi-

ronment provided that thiscontrol is exercised on the very first event. If aninitial event

buttonl is offered by DEFROST that isnot aninitial event of COOK, then the environ-

ment may coerce MW into behaving like DEFROST, by performing buttonl asitsinitial

event. If, however, the environment wereto offer aninitial event that isallowed by both

DEFROST and COOK then the choice between them would be nondeterministic.
Both the choice operators may be extended to indexed forms. We write

D$1A$_>Pm

to represent the behaviour of an object which offers any event of aset A to itsenviron-
ment. Once someinitial event z has been performed the future behaviour of the object
is described by the process P,. However, the process

HZ‘:A:E_)PE
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(where, for technical reasons, A must befinite) offers exactly one event z from A toiits
environment, the choice being non-deterministic.

Sometimesit is useful to be able to restrict the definition of aprocess to a subset of
relevant eventsthat it performs. Thisisdone using the hiding operator (\). The process

CREATION \ bang

behaves like CREATION, except that each occurrence of event bangisconcealed. Note
that it is not permitted to hide event /.

Concealment may introduce nondeterminism into deterministic processes. It may
also introduce the phenomenon of divergence. Thisisadrastic situation where aprocess
performs an endless series of hidden actions. Consider, for instance, the process

CLOCK \ tick

which is clearly a divergent process.
Itis conventional to extend the notationto P \ A, where A isafinite set of events.
Finally let us briefly consider process relabelling. Let f be an alphabet transfor-
mation function f : > — ¥, which satisfies the property that only finitely many events
may be mapped onto asingle event. Then the process f( P) can perform the event f(e)
whenever P can perform event e. Asan example consider afunction new which maps
tick to tock. Then we have

new(CLOCK) = tock — new(CLOCK)

Someimportant algebraic lawswhich govern CSP processesaregiveninfigures1.1
and 1.2, which vary in complexity. They aretaken from[Hoare 1985], [Brookes 1983],
and [ Brookes and Roscoe 19854)]. (In some cases the syntax has been modified to con-
form to the version of CSP described above.) Note that thisis not acomplete list. The
following example illustrates the use of these laws.

Consider a process to describe a vending machine which sellsteafor a price of one
coin and coffee for two coins.

VM = coin — ((tea — VM) O (coin — coffee — VM))

After inserting a coin, a customer can control the future behaviour of the machine by
either inserting another coin, or taking a cup of tea.

We now define a process which describes a particular customer who loves tea and

isprepared to pay for it. Coffee hewill tolerate, but only if it isprovided free of charge.

TD = (coin — tea — TD) O (coffee — TD)
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Tollustrate the use of algebraic lawsto simplify CSP process definitions, consider
what happens when the tea drinker tries to use the vending machine. Both processes
have alphabet {coin,coffeetea}.

SYSTEM = VM |[{coin,coffeetea} | {coin,coffeetea} ] TD
( (coin — ((tea — VM) O (coin — coffee — VM))) )
|[ { coin,coffeetea} | { coin,coffeetea} ||
((coin — tea — TD) O (coffee — TD))
( ((tea — VM) O (coin — coffee — VM)) )
coin — |[ {coin,coffeetea} | {coin,coffeetea} ||
tea — TD
using law 1.22 with X = {coin}, Y = {coin,coffee}, Z = {coin}
= coin — tea — (VM |[{coin,coffeetea} | {coin,coffeetea} ]| TD)
using law 1.22 with X = {tea,coin}, Y = {tea}, Z = {tea}
= coin — tea — SYSTEM

The system has been reduced to a very ssimple sequential definition. We see that
although no coffee will be consumed in this situation, the system will never deadlock.

The account of the CSP language given hereisincomplete. Only the core language
has been considered with certain ‘ advanced’ operatorsomitted. Thelanguage described
corresponds to the modern version of CSP, as given in [Formal Systems 1993], which
differs slightly from the language presented in Hoare's book [Hoare 1985].
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Figure 1.1: Lawsof CSP |

XIP; P
STOP:; P
(P;Q);R

(a — P)

PLA|B]
PAIBUC) (Q [BIC] R)
Pl Q
P ||| KIP
PlI(QIIR)
PP
PN Q
PN(QMNR)
pPOP
POQ
PO(QOR)
P[A|B] (@M R)

; @
Q

PO(QMNR)
PN(Q OR)
(z—P)B(z— Q)

P O STOP
Dx:{}x_)Pa:

11
P;XIP = P (1.2)
STOP (1.2)
P;(Q;R) (1.3)
a— (P;Q) (14)
Q[[BlA] P (1.5)
(P ILAIB] Q) [AUB|C] R (16)
QI P (L.7)
P (1.8)
(Pl QIR (1.9)
P (1.10)
QnP (1.11)
(PN QMR (1.12)
P (1.13)
QoOP (1.14)
(POQ)OR (1.15)
(P [AIB] @n(P [A|B] R)
(1.16)
(POQ)N(POR) (1.17)
(PN Q)0 (PN R) (1.18)
(z—=P)N(z > Q)
z— (PNQ) (1.19)
P (1.20)
STOP (1.21)
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Figure 1.2: Lawsof CSP I

Let P = Da::X r — Pw
Q = Ijy:Y Yy — Qy
Then P |[A|B] @ = O.zz— (P |[A|B] Q.)
) P, if e X
where P = { P otherwise
) if zeVY
ad Q. = {Q otherwise

and 7 = (XNnY)U(X -B)U(Y —A)
assuming X C A and YCB (1.22)
Op:p (b — Py) [[|Bec (¢ — Q) (Ou:p (b = (P [[|Bec (¢ = Q) O
(Oec (¢ = (Q [[[Bo:s (b — Pe))))(1.23)

KIP\z = XKIP (1.24)
STOP\ z = SIOP (1.25)
(P\z)\y = (P\y)\=z (1.26)
(t—P)\z = P\=z (1.27)
(x—>P)\y = z—(P\y) if z#y (1.28)
(P;@)\z = (P\z);(Q\z) (1.29)
(P |[A|B]| Q) \z = P[A|B—-{z}] (Q\2)

if z&A (1.30)

(PR \z = (P\z)Nn(Q\ =) (1.31)

(z—=P)O(y—@)\z = (P\z)N(P\z)0(y—(Q\2))

if z#y (1.32)

f(STOP) = STOP (1.33)

(€—>P) = f(e) = f(P) (1.34)

f(P;Q) = f(P);f(@) if f(V)={v} (135

(P||| Q) = f(P)Il F(Q) (1.36)
f(PoQ) = f(P)Of(Q) (1.37)
f(PnQ) = f(P)Nf(Q) (1.38)
f(P\f(2)) = f(P)\= (1.39)
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1.2 TheFailures-Divergences Model

In the preceding section the concept of communicating processes was introduced infor-
mally and the corresponding algebraic laws were stated without mathematical justifica-
tion. In this section a precise semantic definition of CSP processesis given fromwhich
the laws can be deduced. Thisis known as the Failures-Divergences model. Here a
process is defined in terms of important observable properties — traces, failures and
divergences.

A trace of aprocess P isany finite sequence of eventsthat it may initially perform.
For instance

{(coffee,coffee,coffee), (coin,tea)} C traces(TD)

The following useful operations are defined on traces
e Catenation: s” ¢

(S1,82, -y Sm)” (tiyta, - tn) = (S1y. ey Smytay- oy tn)
e Redtriction: s [ B, trace s restricted to elements of set B

Example:  (a,b,c¢,d,b,d,a) [ {a,b,c} ={a,b,c,b,a)

e Replication: s™ trace s repeated n times.

Example:  {(a,b)* = (a, b, a, b)

e Count: s |  number of occurrences of event z in trace s

Example:  (z,y,z,z,2) | 2 =3

e Length: |s| thelength of trace s.

Example:  |(a,b,c)| = 3

e Merging: merge(s, t) the set of al possible interleavings of trace s with trace
t
Example:  merge((a, b), (c)) = {(a, b, ¢}, {a, ¢, b),(c, a, b)}

A complication to trace interleaving is that the / event requires the joint par-
ticipation of both traces. This means that a trace which contains / cannot be

interleaved with one that does not.
<a7 b7 C? \/>7
<a/5 C’ b) \/)5

(¢, a,b,\/)
merge((a, b,v/),(c)) = {}

Examples.  merge({(a, b,/), (c,/))
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Thefailures of aprocess describe the circumstances under which it might deadl ock.
Each failure of a process P consists of apair (s, X ) where s isatrace of P and X is
aset of events which if offered to P by its environment after it has performed trace s,
might be completely refused. For instance

({coin,tea,coin,tea,coin,coin), {tea,coin}) € failures(VM)

This describes a situation where the vending machine VM has dispensed two cups of
tea and then accepted two coins. At this point the machine is willing only to dispense
coffee. If auser arrives who wants tea, and is only prepared to take a cup of tea or to
insert another coin then deadlock will ensue.

The concept of failures is commonly used to write specifications for the behaviour
of CSP processes. Consider the following specification.

V(s, X) : failures(P). s |in>s | out=out¢ X

This states that whenever process P has performed the event in more often than the
event out it must guarantee not to refuse event out. This might form part of the overall
specification for a buffer.

The divergences of aprocessare alist of the traces after which it might diverge, e.g.

() € divergences(CLOCK \ tick)

There are several further aspects of notation that are needed in order to define the
model which are as follows. The Power-Set of a set A, written P A, consists of al
subsets of A. The Finite Power-Set of A, written p(A), consists of all finite subsets of
A. The set of al finite sequences (including ()) that may be formed from elements of
A iswritten A*.

The Failures-Divergences model is based on auniversal set of events . Each CSP
process is uniquely defined by a pair of sets (F, D), corresponding to its failures and
divergences, such that

Y*xPX

There are seven axioms that such a pair of sets must satisfy in order to qualify as a
process. (Notethat there are several versions of these in existencein theliterature. This
version comes from [Brookes and Roscoe 19854].)

D A€

@ (s t{})€F=>( A erF

B (5, YYEFAXCY = (s,X)€EF

@  (5,X) € FA(Vce V() (D& F) = (s, XUT) € F

B5) MYepX)(s,Y)EF)=(s,X)€EF
6) seDANteY = s teD
(7) sEDAXCYE=(s,X)€F
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Putting the first four axiomsinto words tells usthat every process starts off with an
empty trace (axiom 1). Inorder to performtrace s, it must be able to perform any prefix
of s (axiom 2). A subset of arefusal set isalso arefusa set (axiom 3). If the process
can refuse the eventsin X, and cannot perform any of the eventsin Y asits next step,
then it may also refuse X U Y (axiom 4). These are al basic intuitive properties of
Pprocesses.

Axiom 5 statesthat a set may berefused if all itsfinite subsets may berefused. This
isto alow for the possibility of X being an infinite set without complicating the theory.

Axioms 6 and 7 state that once a process diverges it may subsequently perform any
trace imaginable and will behave in atotally nondeterministic manner. Thisis arather
harsh treatment of the phenomenon of divergence. If we put our CLOCK inavacuumto
hide its ticking we would not expect such dramatic behaviour. It is, however, a conve-
nient means to make the theory work better based on the assumption that the possibility
of divergence is catastrophic (see [Roscoe 1994]).

Thereis anatural partial order (see appendix A) on the set of al processes given
by

(F1,Dy) E (F2,D5) <= F; 2 Fo AND; 2 Dy

The interpretation of this is that process P; is worse than P, if it can deadlock or
divergewhenever P, can. Thisorderingisinfact acomplete partial order. Thebottom,
or worst, element L represents the process which aways diverges, corresponding to
the decision to treat this form of behaviour asthe least desirable. It isachaotic process
which can do absolutely anything in a totally unpredictable manner. It is defined as
follows.

failures(L) = X" xPX
divergences(L) = X*

The failures and divergences of the fundamental CSP terms are defined in figures
1.3 and 1.4. (These are the same as in [Brookes and Roscoe 1985a], except that the
definitions of parallel composition and interleaving are modified to reflect the fact that
in the modern version of CSP these operatorsimplicitly require the cooperation of both
processes in performing the / event.) Thiscoversall closed, non-recursive CSPterms.

All of the CSP operators can be shown to be well-defined. In other words, if you
apply any of them to existing CSP processes, theresulting object will itself beaprocess:
itsfailures and divergences obeying the seven axioms of the model. They are also con-
tinuous, with respect to C. Thisisimportant because it means that any recursive CSP
equation of the form X = F(X) has asolution, by Tarski’s fixed point theorem (see
appendix A). Theleast solution is given by

uX e F(X) =U{F"(L)|n e N}
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This means that if you want to find the solution to X = F(X) you start at the bottom
1 and repeatedly apply the function F' to it. For instance CLOCK is the limit of the
series

1, tick — L, tick — tick — L, tick — tick — tick — L, ..
Thefailures and divergences of 1 X e F'(X') may be calculated as follows

divergences(p X @ F(X)) = () divergences(F"(L))
nEN
failures( X o F(X)) = () failures(F™(L1))
neN

Thisis how we define the meaning of recursion in CSP.

This approach may be extended to mutual recursion, where anumber of processes
are defined by a system of simultaneous equations. Thetrick hereisto let X be avec-
tor of processes, satisfying an equation of the form X = F(X). The solution is then
defined as the least fixed point of " in the same way as before.

Whilst the fact that recursion is well-defined in CSP is crucial to the theory, it is
really only of technical interest to adesigner of concurrent systems. Basically it allows
him to specify processes recursively, assured in the knowledge that it is a sound prac-
tice.

The failures-divergences model of CSP is used for formal reasoning about the be-
haviour of concurrent systems defined by CSP equations. The partial ordering of non-
determinism is very important to the stepwise refinement of concurrent systems. Start-
ing from an abstract non-deterministic definition, details of components may be inde-
pendently fleshed out whilst preserving important properties of the overall system such
as freedom from deadlock. Thiswill be explained in more detail |ater.
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Figure 1.3: Denotational Semantics for CSP |

divergences(STOP)
failures(STOP)
divergences(KIP)
failures(KIP)
divergences(z
failures(z —

— P)
P)

divergences(P ; Q)

failures(P ; Q)

divergences

(P [[A]B] Q)

failures(P [A| B]| Q)

| | | [ |

C

{}

{0} xPX

{}

{0 xP(E-V))

{{(V)} xPX)

{(z)"s|s € divergences(P)}

{({), )IX CX—{=z}}

{({z)""s, X)|(s, X) € failures(P)}

dlvergenc&s(P)
{ s t|sT(y/) € traces(P) A sy/-free }
At € divergences(Q)

{(s, X)|s\/-free A (s, X U (y/)) € failures(P)}
{ (st X)|s(y/) € traces(P) A s+/-freen }
(t, X) € failures(Q)

{(s, X)|s € divergences(P ; @)}
(s tls € (AU BU{{/})*A
( s| (Au{y/}) € divergences(P)A )
s (BU{V}) € traces(Q)
y ( s | (BU{y/}) € divergences(Q)A )
s| (AU{y/}) € traces(P)
[ (5, XUYUZ)|se(AuBU{V})"
AN C(Au{VHAY S (BU{VHA
ZC(X-(AuBU{V}))
A(sT (AU{V/}), X) € failures(P)
A(s | (BU{y/}),Y) € failures(Q)
{(s, X)|s € divergences(P [[A|B] @)}
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Figure 1.4: Denotational Semantics for CSP 11

ds,t. u € merge(s, t)A
divergences(P ||| Q) = { (

(s € divergences(P) A t € traces(Q))V ) }
(s € traces(P) A t € divergences(Q))

' (u, X)|3s, L. ~
( (s, X — {\/})fe_lfajlur%(P) ) v
failures(P ||| Q) = ((t’X))EEg”‘:rrj( ))A A
( (t, X —{/}) € failures(Q) )
{ u € merge(s, t)
{(s, X)l|s € divergences(P ||| @)}

divergences(P M Q)
failures(P M Q)
divergences(P O Q)

divergences( P) U divergences( Q)
failures(P) U failures( Q)
divergences(P) U divergences( Q)

{(s,X)|( )efajlures( ) N failures(Q)v }

mn n c

failures(P O Q)

(s,X) € fallure£ Ufallures )
{(s,X)|s € dlvergences(P 0Q)}

{ (s (E—{a}))1| }
s € divergences(P) )
(

C

divergences(P \ z)

V(Vn.s™(z)" € traces(P)))
{(s] (X —{z}), X)|(s, X U{z}) € failures(P)}
{(s, X)|s € divergences(P \ {z})}
{f(s)t|s € divergences(P)}
{(F(5), X)I(s.f (X)) € failures(P)}
{(s, X)|s € divergences(f(P))}

failures(P \ z)

divergences(f(P))
failures(f(P))

c 1 cou
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1.3 Operational Semantics

So far we have encountered two ways of looking at communicating processes: firstly
as algebraic expressions and secondly in terms of abstract mathematical sets based on
their observable behaviour. Thereisno obviousway of seeing from either of these rep-
resentations how our processes might be realised on a machine. We need a more con-
crete approach —an operational model. The operational semantics of CSP isamapping
from CSP expressionsto state transition systems. A state transition systemisalabelled
digraph where each vertex represents a state in which the process may rest. The out-
going arcs from each vertex represent the events that the process is ready to perform
when in the associated state. The destination vertex of each of these arcs represents
the new state that the process attains by performing the associated event. Thereis one
particular vertex that is marked as the initial state of the process. A special event 7 is
used to represent concealed events or interna decisions. States which have outgoing
7-labelled arcs are called unstable. Those which do not are called stable.

Transition systems for certain processes that we have previously encountered are
shown in figure 1.5. Note that recursion is represented here by the presence of circuits
in the digraphs.

Figure 1.5: State Transition Systems

VM

T

coin=
T coffee (tea—=VM O
coin—=coffee= VM

CLOCK

T tick tea éo' c off:ee;a T-IIE)D coffee coin
. " tea—=VM O
tick=CLOCK coin (coin—=coffee=VM
tea=TD coin
coffee=VM

The operational semantics of CSPisdefined by aset of inference ruleswhich define
amapping from closed CSP termsto transition systems. Each clause consists of a(pos-
sibly empty) set of assertions {4, .., A, } and aconclusion C' presented in the form

Agy . Ap
C
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Consider, for example, the rules which define sequential composition.
PSP
(P;Q) = (P;Q)

PYp

(P;Q) = @Q
Thefirst clause states that if aprocess P can perform acertain event a, where a can be
any event except for 1/, and its subsequent behaviour isthen described by the process
P’, then process P ; @ can also perform a and its subsequent behaviour is described by
P'; Q. The second clausetells usthat if P can terminate straight away, by performing
event 1/, then P ; @ can perform an internal event 7 and then behave like Q.

The full set of operational rules for the subset of the CSP language that we are
using is given in figures 1.6 and 1.7. These clauses are taken from [Roscoe 19884]
and [Formal Systems 1993]. They may be used to systematically construct transition
digraphs from systems of CSP equations, as is done by the refinement checking pro-
gram FDR [Formal Systems 1993]. As an example, let us consider how the transition
digraph for process TD, figure 1.5, isconstructed. First of all the defining CSP equation
is converted into a syntax tree as follows

0t

‘coin—>tea—>TD|:|coffee—>TD‘

O
| coin — tea — TD|
coin — coffee —

tea —

The syntax tree shows how the defining CSP term for TD is composed from operators
acting on sub-processes. Each framed process term represents a potentia state of TD
or astate of one of its sub-processes. We can expand some of these straight away using
the operational rule for event prefixing.

[coin — tea — TD\Cg»n\tea—»TD\

[tea — TD| *[TD

)

We are now ready to expand the external choice construct which gives us

coin—»tea—»TDE]coffee—>TD‘C9>n
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| coin — tea — TD O coffee — TD‘COEee

The rule for recursion enables us to make the following connection.

[ TD| 5 | coin — tea — TD O coffee — TD|

It may not beimmediately obvious how thisfollows from the rule for recursion, which
is phrased in terms of the 1, operator. The reason that it doesfollow isthat we are actu-
ally using TD as an abbreviation for

uX.coin — tea — X O coffee — X

It is now the case that every state reachable from TD has been expanded, and together
they constitute a state-transition system for TD, which is

[TD] 5 |coin — tea — TD O coffee —» TD| )
‘coin—»tea—»TDDcoﬁee—»TD‘Cﬂn tea — TD

| coin — tea — TD O coffee — TD‘COEee
[tea— 10| R [TD.

Vs

(Note that states coin — tea — TD and coffee — TD are not reachable from TD.)
This gives us the finite state machine shown in figure 1.5. It is important to note that
not all CSP expressions havefinite operational representations. Some simple examples
of infinite state processes are given in [Roscoe 1994].

It is straightforward to derive the failures and divergences of a process from its
state transition system. However there may be many operational representations of
a single process, just as there may be many algebraic representations. It is shown in
[Roscoe 19884 that the denotational semantics of CSP, i.e. the failures-divergences
model, and the operational semantics are congruent. This means that if ® isthe map-
ping from operational semantics to failures and divergences, and op is the represen-
tation of a CSP operation in the operational model, and op is the representation of the
same CSP operation in the denotational model then for any process P in the operational
model we have

®(op(P)) = op(®(P))

This meansthat the behaviour of aprocess predicted by itsfailures and divergences
will be the same as that which can be observed of its operational representation. Sowe
may usethe operational semantics of CSPin order to prove properties of process behav-
iour which are phrased in the Failures-Divergences model. Thisfeature turns out to be
particularly useful when the operational representation of a process is finite athough
its faillures and divergences are infinite, asis usually the case in practice. More on this
in chapter 3.
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Figure 1.6: Operational Semantics for CSP |
Primitive processes:

KIP Y STOP
Prefix:
(a — P)> P
External choice:
PSP
PoQ) & p°
Q- Q .
(POQ) > Q
PSP
(POQ)=> (POQ)
Q5 Q
(POQ)=> (POQ)

#7T

#T

Interna choice:
(PM1Q)> P
(PnQ)—Q
Sequential Composition:

P p
(P;Q) = (P';Q)

0%

PY% P
(P;Q) =@
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Figure 1.7: Operational Semantics for CSP |1
Parallel Composition:

PP
P[A[B] @ = P' [[A|B]]

QGE(A—B—{\/})U{T}

Q5 Q )
P AIB] @ P I[A|B]
PSP Q5 ¢

€(B-A-{vhuir}

a € (ANB)U
PAIB] 0% P [aB] @ CANBIVIVE
Interleaving:
PSP
P|||Q—G>P’|||Qa7é\/
Q> Q'
PIIIQ—“>P|||Q/‘L7£\/
P\—/)P’ QL/)Q/
PllQ> Pl @
Hiding:
P3P
AVTESAVIRARRE
P3P

ad A T
BVEIAVIEAEE

Alphabet Transformation:

Recursion:




24 CHAPTER 1. CSPAND DEADLOCK

1.4 Language Extensions

The core CSP syntax described above is very abstract, and lacks certain useful features
found in conventional sequential and parallel programming languages. The extensions
outlined below are useful for writing more detailed specifications.

Sometimes we define processes with parameters, such as

BUFF(in, out) = in — out — BUFF(in, out)

This is a process-schema, rather than an actual process. It defines a CSP process for
each combination of parameter values. CSP parameters may be integers, real numbers,
events, sets, matrices, etc.

A communication is a specia type of event described by apair c.v, where ¢ isthe
name of the channel on which the event takes place, and v isthe value of the message
that is passed.

The set of messages communicable on channel ¢ is defined

type(c) = {v|c.v € 3}

Input and output are defined as follows. A process which first outputs v on channel
¢, then behaves like P is defined

(clv - P)=(c.v— P)

Outputs may involve expressions of parameters such as P(z) = clz® — Q. The
expressions are evaluated according to the appropriate laws.

A process which is initialy prepared to input any value z communicable on the
channdl ¢, then behave like P(z) is defined.

(c?x — P(z)) =Ouypac) (c.v — P(v))

It isusual for acommunication channel to be used by at most two processes at any
time: onefor input and the other for output. However thisrestriction isnot enforced in
the modern version of CSP.

Another important aspect to real programming languages isthe use of conditionals.
Let b be aboolean expression (either true or false). Then

Pabr> @ (“Pif bese @)

isaprocess which behaves like P if the value of expression b istrue, or like @ other-
wise.

These extensions are useful for specifying fine detail during the later stages of pro-
gram refinement. At the design stage we shall tend to stick to abstract, non-determinis-
tic definitions of processes. The deadlock issue will be addressed at this point. In this
way we shall build robust programs for which deadlock-freedom cannot be compro-
mised by implementation decisions made at a later stage.
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1.5 Deadlock Analysis

Terminology and Fundamental Results

The problem of the “deadly embrace” was first reported by E. W. Dijkstra relating to
resource sharing[Dijkstra 1965]. It has proved a popular topic of research ever since.
Most of the early work was presented in an informal manner, for instance [ Chandy and
Misra1979], largely dueto thelack of asuitable mathematical model for concurrency at
thetime. Butin 1985-86, S.D.Brookes, A.W.Roscoe and N.Dathi presented some pow-
erful techniques for reasoning about deadlock based upon the solid mathematical foun-
dations of CSP. A magjor benefit of their approach isthat it relies only on local analysis
of pairs of processes, and simple topologica properties of the network configuration.
This makes it suitable for analysing networks of arbitrary size. The terminology intro-
duced here istaken from the following sources: [Brookes and Roscoe 1985b], [Roscoe
and Dathi 1986], and [Brookes and Roscoe 1991].

We consider a network, V', which is alist of processes (P;,.., P,). Associated
with each process P; is an aphabet o P;. The corresponding process, ||, (P;, aP;),
is denoted PAR( V).

We view a network as consisting of a static collection of everlasting components.
Parallel programsdo not need to terminate to produce useful results, and deadlock anal-
ysisis simplified if we can cast termination aside. Henceforth we shall only consider
processes which are non-terminating, i.e. they never perform the event / (although
they may still be constructed from sub-processes which do terminate).

A process P can deadlock after trace s if and only if (s,X) € failures(P). We say
P isdeadlock-free if

Vs :traces(P). (s,X) ¢ failures(P)

Note that this definition of deadlock-freedom also excludes any process which can
diverge (by axiom 7 of the failures model), which seems reasonable as divergence is
every bit as undesirable aphenomenon as deadlock. Network V' is said to be deadl ock-
freeif the process PAR(V) is deadlock-free.

The following lemma describes how individual sequential processes may be con-
structed free of deadlock. Used in conjunction with the algebraic laws of CSP, it also
enables usto prove deadl ock-freedom for certain small networks of processes by man-
ipulation into a sequential form. Unfortunately this technique does not scale at all well
to large networks because theresulting CSPtermsusually increase in length inamanner
exponentially proportional to the number of processes which constitute the network.

Lemma 1 (Roscoe-Dathi 1986) Suppose the definition of the process P uses only the
following syntax

Process == XIP

event — Process
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Process ; Process ‘
Process 1 Process ‘
Process O Process ‘
f(Process) ‘

name |

1 name e Process

where “ name” denotes a process variable, but P contains no free process variables,
is divergence-free, and every occurrence of KIP in P isdirectly or indirectly followed
by a*“;” to prevent successful termination. Then P is deadlock-freed

If every component process P; of a network is deadlock-free we say that the net-
work isbusy. A network istriple-disoint if no event requires the participation of more
than two processes. We shall restrict our attention to networks which are both busy and
triple digoint. Thiswill enable usto analyse networks for deadl ock-freedom purely by
the local analysis of neighbouring pairs of processes.

We observe the convention that communication channels are used in only onedirec-
tion and between only two processes. We call thisthe I/O convention. This guarantees
that whenever two processes are ready to communicate on a particular channel then the
communication can go ahead. Sometimes, when we are not concerned about the data
which is communicated, it is convenient to substitute a channel name for communica-
tion eventsin aprocess description. For instance, we might write ¢ — SKIP instead of
a?r — KIP. Thisis known as abstraction. If we can prove freedom from deadlock
for an abstracted version of anetwork then the property will aso hold for the original.
A formal treatment of thisis given in [Roscoe 1995].

A network state of V' is defined as atrace s of PAR(V'), together with a sequence
(X, .., X,) of refusd sets X;, such that for each i,

(s [ aP;, X;) € failures(P;)

We say that a network state is maximal if each of its refusal setsis maximd, i.e.,
if (s,(Xy,..,X,))isamaxima state of V then for each process P; there is no failure
(8 r aP;, Y) suchthat X; C Y.

When we consider deadlock properties we find that all the relevant information is
carried by the maximal network states, as the more events that an individual process
refuses, the more likely deadlock becomes. So from now on all network states will be
taken to be maximal, as this simplifies the analysis.

There is a close relationship between a network state and the operational states of
the processes within. Suppose we visualise anetwork as a collection of state transition
systems — one representing each process. A network state is then rather like a cross-
section of the network. Thetrace s tells uswhat each process has done so far, and each
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refusal set X; corresponds to a particular stable state of process P;, telling us exactly
what it isrefusing to do on the next step. For instance the network

(VM, TD)
for which the transition systems are illustrated in figure 1.5, has a network state
({coiny, ({coffee}, {coin,coffee}))

which corresponds to the situation where the tea drinker has inserted a coin into the
vending machine. The vending machine is then in operationa statetea — VM O
coin — coffee — VM, refusing event coffee and prepared to accept {coin, tea}. The
teadrinker isin operational state tea — TD, refusing {coin, coffee} and prepared only
to accept tea.

The following lemma characterises network states where deadlock is present.

Lemma 2 (Roscoe-Dathi 1986) PAR(V') can deadlock after trace s if and only if there
isa network state (s, (X;, .., X,,)) such that
(XiﬂozPi)= U OéPZ'

1 =1

2

O

Thisfollows easily from the definitions. Such a state is called a deadlock state.
Suppose that, in aparticular state o = (s, (X4, .., X,,)) thereisaprocess P; which

is ready to communicate with P;, i.e.

(aP; — X;) NaP; # {}
We say that P; ismaking arequest to P; in state o, which is written
P, % P;.
We say that this request is ungranted if also P; refuses to respond to P;’s request: i.e.
aP;NaP; C X;UX;

Thisiswritten
Pi i) .Pj.
The set of shared events within a network is known as its vocabulary, written A.
A= U(OéPi N Oépj)
i#]
Sometimes we are only interested in ungranted requests from P; to P; when neither

processis able to communicate outside the vocabulary of the network, i.e. in addition

to the above
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Thenwe say that P; is making an ungranted request to P; with respect to A. We write
P28 oP;.
We say that P; isblocked in network state o of V' if
3j. P, %P, and P; % Py=> P, 2% eP;

which means that P; is ready to engage in a communication with at least one other
process, but no process that P; wishes to communicate with is able to do so. Neither
P; nor any process that it wishes to communicate with is able to perform any event
outside the vocabulary of V.

The following lemmalis derived from the above definitions:

Lemma 3 (Roscoe-Dathi 1986) If ¢ is a state of a triple digoint, busy network V',
then o is a deadlock state if, and only if, every processin V isblocked in state cO

Thisresult may beinterpreted graphically. We define the wait-for digraph of anet-
work state asfollows. It isadigraph which has avertex for every process P;, and arcs
from any blocked process to each process for which it is waiting. Figure 1.8 shows
examples of wait-for digraphs, which illustrate lemma 3.

Figure 1.8: Wait-for Digraphs

No deadlock (P, and P; can run) Deadlock (al processes blocked)
P P

1 R R B R R
3 3

We may deduce an interesting feature of deadlock states. Consider adeadlock state
of abusy, triple-digoint network V. By lemma3thereisat least one ungranted request
from every process, with respect to the vocabulary of V. So starting with any process
P;,, wemay build an arbitrarily long sequence of ungranted requests as follows:
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Asthere are only afinite number of processes, P;, this sequence must eventualy arrive
back at a process that it has already visited, i.e there is a cycle of ungranted requests

o,A o,A o,A o,A

Y 'Pim+1 S e, > .Pim+k =

P

im

Hence we have proved the following result.

Theorem 1 In any deadlock state of a triple digoint, busy network there is a cycle of
ungranted requests with respect to its vocabularyC.

Roscoe and Dathi made use of thisfact to establish amethod for investigating deadlock
properties of networkswhichinvolvesonly local checking. Thecrucia ideabehind this
technique is as follows. If afunction is defined on the states of processes in a network
which is strictly decreasing along any chain of ungranted requests, then there can never
be acycle of ungranted requests and hence no deadlock. An example of using thistech-
nique will be given in the next chapter.

Theorem 2 (Roscoe-Dathi 1986) Let V = (P;,.., P,) be abusy, triple-digoint net-
work with vocabulary A. If there exist functions f;, fromthe failures of each process P;
to a strict partial order (S, >) such that whenever o = (s, (X;, X;)) is a state of the
subnetwork ( P;, P;)

P23 oP; = fi((s| aPy, X;) > fi((s | aP;, X))
then V' is deadlock-free. Or if there exist similar functions g;, such that
o,A
P, > on = gi((s r OéPi,Xi)) 2> gj((s F O‘Pjan))

then any deadlock state § = (s,(Xy,.., X,)) of V contains a cycle of ungranted
requests,

Pil %.P@%‘..Piméy—[}.Pil
such that
gi1((8 |\ aPiNXh)) = gu((‘s r aP127X12)) =..= gim((s r aPim7Xim))D

The existence of a cycle of ungranted requests does not always mean deadlock has
occurred. Thecycle might subsequently be broken by theintervention of aprocessfrom
outside the cycle.

Deadlock-free networks exist that sometimes develop cycles of ungranted requests
and this theorem is not sufficiently powerful to prove them so. Dathi’s thesis contains
a hierarchy of stronger techniques, together with a classification of different levels of
deadl ock-freedom which they may be used to establish [Dathi 1990].
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By treating cycles of length two asaspecial case we can arrive at auseful extension
to theorem 1. We say that two processes P; and P; are in conflict with respect to A in
network state ¢ if each oneis trying to communicate with the other, but cannot agree
on which event to perform, i.e.

PZG—’I)X.P]/\PJU—,[)X.P,L

A conflict isbasically acycle of ungranted requests of length two. Itissaid to be strong
if one of the processes is able to communicate only with the other process. i.e.

We call anetwork where strong conflict can never occur strong conflict-free.

Theorem 3 (Brookes-Roscoe 1991) In any deadlock state of a triple digoint, busy,
strong conflict-free network there is a cycle of ungranted requests with respect to its
vocabulary of length greater than two.

Proof. Consider the wait-for digraph of adeadlock state o of such anetwork. Starting
at any node P;; we can form a sequence of arbitrary length

P

o,A o,A
i .Pig — .Pig"

with the property that P;;, P;,, ,,and P; ,, areal distinct for each j. Forif P; , hasan
ungranted request back to P;; the two processes are in conflict and as this cannot be a
strong conflict P;,,, must also have an ungranted request to some other process, which
may then be selected as P;,, ,. This sequence will eventually cross itself which means
that there must be a cycle of ungranted requests of length greater than twoUO.

The property of strong conflict-freedom may be established by pairwise analysis of
processesin the network and in thisway may be checked for networks of arbitrary size.

Brookes and Roscoe used this result to develop another technique for proving dead-
lock freedom by showing that a cycle of ungranted requests cannot occur. Thisrelies
on the processes in the network obeying arather special condition and so is somewhat

in the nature of adesign rule.

Theorem 4 (Brookes-Roscoe 1991) Let V' = (P;,..Py) be a busy, triple-digoint,
strong-conflict-free network such that whenever a process P has an ungranted request
to another process @ then @ has previously communicated with P, and has done so
more recently than with any other process. It follows that V' is deadlock-free.

Proof. Consider adeadlock state o of a strong-conflict-free network V. By theorem 3
there must exist a cycle of ungranted requests, of length at least three, as follows:

a,A o,A o,A
P, = eP;,, 5 e. P, 5 eP,;

1 2 k



1.5. DEADLOCK ANALYSIS 31

Now suppose that the most recent communication between two consecutive el ements
of this cycle was between P;, and P;,, (where addition is modulo & — the length of
the cycle). Consider the ungranted request from P;, . to P;, . P;, has communicated
with P;, ., more recently than it has with P;, . This means that any strong-conflict-
free network which deadl ocks does not satisfy the conditions of the theorem. It follows
that a network which obeys the conditions of the theorem is deadlock-freed.

This result has been used by Roscoe to develop a complex and sophisticated mes-
sage routing algorithm [Roscoe 1988b]. A generalisation of the theorem is given in

[Roscoe 1995].

Livelock

In high level concurrent programming languages, such asoccam, it isconventional for
communication channels between two processes to be conceal ed from the environment.
This can potentially cause aform of divergence known as livelock. We say that a net-
work is livelock-free if it can never perform an infinite sequence of internal or hidden
actions, i.e.

divergences(PAR( V) \ A) = {}

Roscoe discovered a useful technique (detailed in [Dathi 1990]) for establishing this
important property. It is described here in adightly simplified form.

Theorem 5 (Roscoe 1982) Suppose V' = (Py,.., Py) isatriple-disoint network of
non-divergent processes such that for every P; in V

P\ (Uj<i(aP;NnaP;)) isdivergence-free
then PAR( V') \ A isdivergence-freed

In other words, if no processin anetwork can ever perform an infinite sequence of
communications with its predecessors then the network is livelock-free. (This can be
proved by induction.) This theorem is found to be useful in many cases, athough it
requires careful ordering of the processes within the network to be effective.

Networ k Decomposition

The communication architecture of a triple-digoint network may be represented by a
communication graph. This consists of avertex to represent each process and an edge
to connect each pair of processes with overlapping alphabets. The next theorem des-
cribes how deadlock analysis of a network may be broken down into the analysis of a
collection of smaller components by the removal of disconnecting edges (see appendix
B) from the communication graph.
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Theorem 6 (Brookes-Roscoe 1991) Consider the communication graph of a network
V with a set of disconnecting edges which separates the network into components

<V17-., Vk)

If each pair of processes joined by a disconnecting edge is conflict-free with respect to
A and each subnetwork V; is deadlock-free, then sois V' O.

A proof of this theorem is given in [Brookes and Roscoe 1991].
This result is useful for the hierarchical construction of networks. It offers a safe
way of connecting subsystems together without introducing any risk of deadlock.

Hiding
An important feature of reasoning with CSP is the use of the concealment operator,

which enables us to hide those events that we are not interested in. This can greatly
simplify deadlock analysis of a network.

Lemma4 If P\ C isdeadlock-free, then P is deadlock-freed

Usedwith CSPlaw 1.30, thisresult enables usto add extraexternal communications
to the component processes of adeadlock-free network. Deadlock freedom will be pre-
served aslong as the behaviour of each component is unchanged when these events are
concealed.

Lemma5 Suppose V is a network (P, .., P,). Let V' beanetwork (P,’,.., P,),
such that
Pi'\(aPi'—aPi):Pi
i;éj———>(aPi'—aPi)ﬂan':{}

then .
PAR(V) = PAR(V') \ U (aP; — aP;)

=1
Furthermore, if V is deadlock-free then sois V.

Proof.
PAR(V) = |liz; (Pi,aP;)
= |z, (P'\ (P —aPy),aP)

= (I=, (P/,aP/))\ J(aP;'—aP;) by application of law 1.30

=1

— PAR(V)\ U (aP/ - aP)

1=1

It now follows from lemma 4 that V' inherits deadlock-freedom from VO
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Refinement

CSP processes are related by acomplete partial order C, which we described in section
1.2. ¢ C P meansthat every behaviour pattern that is possible for P is also possible
for Q. We say that ) isaspecification for P, and that P isarefinement of Q.

The operation of paralel composition with any particular process is known to be
monotonic, i.e. order-preserving, with respect to this partial ordering (in fact all CSP
operations are). Thisleads us to the following observation.

Lemma6 Supposethat V = (P;,.., Py)and V' = (P},.., Py) are networks where
Vi:{1,..,N}. P;C P!
then PAR(V') C PAR(V')O

In particular this means that if V' is deadlock-free then sois V'. Similarly if V' is
livelock-free then sois V.

Thisresult makes an important statement about the way in which we should design
and build concurrent systems, which has already been hinted at. At the design stagewe
should specify each of our components in as abstract a manner asis possible. Impor-
tant properties of the system as a whole which are shown to hold at this stage, such as
freedom from deadlock and divergence, will be preserved as we gradually refine each
component into the finished product.



Chapter 2
Design Rulesfor Deadlock Freedom

I ntroduction

The problem of determining whether any given concurrent system can ever deadlock
issimilar to the famous halting problem of Turing machines — it is undecidable. This
means that there can never be an agorithmic method for proving deadlock freedom
which will work in the general case [Mairson 1989].

If the system consists only of finite-state processes then we can aways theoretically
check deadlock-freedom by exhaustive state analysis, but asthe number of states of the
system asawhol e tendsto be exponentialy proportional to the number of processesthis
technique is only viable for very small networks.

The previous chapter details efficient proof techniques which will work in a wide
variety of cases, but there is no guarantee that existing systems will be amenable to
themin practice. What isneeded isaset of ruleswhich enable usto guarantee deadl ock-
freedom at the design stage before the major work of building the system has been done.

Here we describe three practical design paradigms which may be used for this pur-
pose.

e Networksof cyclic-ordered processes. Each process behaves according to afixed
cyclic communication pattern. Useful for computationally intensive tasks, such
as finite-element analysis or neural network simulation.

e Client-Server systems: Processes communicate according to a master-slave pro-
tocol. Applications include process farms and message routing systems.

e User-Resource systems. User processes compete for shared resources. Applica
ble to distributed databases and operating systems.

These rules have the joint advantages of being easy to use and also being backed up
with mathematical rigour. We usethetheoretical results of the previous chapter to prove
them correct, and to show how they may be combined hierarchically. Used in thisway
they are suitable for the construction of arich variety of concurrent systems.

34
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2.1 Cyclic Processes

Many paralel applications consist of large arrays of simple processes, with fixed cyclic
communications patterns. P. H. Welch discovered some deadlock-prevention rules for
certain processes of this type [Welch 1987]. He presented these results informally in
the context of the occam programming language. We shall now state and prove them
in the formal context of CSP.

A process P iscaled I/O-SEQ if it operates cyclically such that, once per cycle, it
communicates on afinite set of input channels I in paralel, then it communicates on a
finite set of output channels O also in paralel.

Abstracting away any data that is passed, we can write a I/O-SEQ process, with
input channel set 7, and output channel set O with the following CSP equation.

IO-SEQ(I,0) = ([l ¢ — SKIP); (||l d — SKIP); 11O-SEQ(Z, 0)
allO-SEQ(I,0) = TUO

A processwhich communicatesonall itschannelsin parallel onevery cycleiscalled
[/O-PAR. In CSP we write it like this

1I0-PAR(T, 0) = (|l]..;.u0 ¢ — SKIP); I/O-PAR(I, O)

allO-PAR(1,0) = TUO

When 1/0-PAR and 1/0-SEQ processes are combined in a network we observe the
I/0O convention. Recall that this means that a channel may be used by at most two
processes, one for input and the other for output. The connection digraph of anetwork
of I/0-PARand I/O-SEQ processesis constructed in thefollowing way. A vertex isused
to represent each process and an arc is used to represent each shared channel, directed
from the process for which it isan output channel towardsthe process for whichitisan
input channel. A sequence of channels which forms a path in the connection diagram
of anetwork is called a data-flow path ; a sequence of channels which forms a circuit
is called adata-flow circuit

These processes may be composed in ways which guarantee deadlock freedom acc-
ording to some simple design rules.

Rule 1 (Welch 1987) Any network of I/0O-PAR processes is deadlock-free.

In other words, any network constructed exclusively from 1/0-PAR components, no
matter how large will never deadlock.

Rule 2 (Welch 1987) A connected network of 1/0-SEQ processes is deadlock-free if,
and only if, it has no data-flow circuits.
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Rule 3 (Welch 1987) A connected network of 1/0-SEQ and I/O-PAR processes is free
of deadlock if, and only if, it has no data-flow circuits which passthrough only 1/0-SEQ
Processes.

We shall now prove the correctness of these rules using theorem 2 (page 29). Note
that rules 1 and 2 are corollaries of rule 3, so it isonly necessary to provethelast result.

Proof. Let V = (Py,.., P,) be aconnected network of I/0-SEQ and I/O-PAR
processes. Then for each maximal failure (s, X) of P; we define a variant function,
f:((s, X)), which calculates the number of complete cycles of I/O operations that P;
has completed after trace s. Thisisgiven by

(s 0 = | 5]

From the definitions we can deduce that a processin this network can never bewait-
ing for an 1/0-SEQ process which has performed more cycles than it has, and can only
be waiting to communicate with an I/O-PAR process which has performed less cycles
than it has. So let o be a state (s, (X;, X;)) of the subnetwork (P;, P;). Thenif P; is
1/O0-SEQ

Py oP; = fi((s | aPy Xi)) 2 fi(s | aP;, X))

but if P; is1/0-PAR

P, 75 oP; = fi((s | aPi, Xi) > fi((s | aP;, X;)

Suppose that V' has a deadlock state o, then by theorem 2 there must be a cycle of
ungranted requests in state o such that the variant function of each processisthe same.
It follows from the above observations that all the processes in the cycle of ungranted
requests must be 1/0-SEQ. Each of these processes must be waiting for input from its
successor in the cycle, so the cycle of ungranted requests corresponds to a data-flow
circuit (in the opposite direction) passing through only I/0-SEQ processes.

Otherwise suppose that the network contains a data-flow circuit through 1/0-SEQ
processes. Each processon thiscircuit isbound to cometo ahalt during itsfirst cycleto
wait forever for input from its predecessor. No processin the network can ever advance
more than one cycle beyond any of its neighbours in the connection digraph, so dead-
lock will eventually ensue because the network is connected

Figure 2.1 illustrates examples of networks constructed from 1/0-SEQ and 1/0-PAR
elements. One of these has a data-flow circuit passing exclusively through 1/0-SEQ
processes and so deadlocks; the other has no such circuit and so is deadlock-free.

Composite Processes

Sometimes we may build acomponent from 1/0O-SEQ and I/0O-PAR processes, and then
wish to replicate it many timesin alarger system. The next rule describes how, in the
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Figure 2.1: Networks of 1/0-SEQ and I/O-PAR Processes

Deadlocks Deadlock-free

1/0-SEQ 1/0-SEQ 1/0-PAR 1/0-PAR

1/10-SEQ 1/0-SEQ 1/0-SEQ 1/0-SEQ 1/10-SEQ 1/0-SEQ

1/10-SEQ 1/0-SEQ 1/0-SEQ 1/0-SEQ 1/0-PAR >< 1/10-PAR

1/0-SEQ 1/0-SEQ 1/0-SEQ 1/0-SEQ

right circumstances, we may treat such acomponent asasingle processfor the purpose
of deadlock analysis. We shall start with some new definitions.

If a connected network, V', of 1/0-SEQ processes has no data-flow circuits we say
that PAR( V') is acomposite-1/0-SEQ process.

Theinput and output channels of PAR( V') are taken to be those channels which do
not belong to the vocabulary of V' and so are used by only a single process. We call
these the external channels of V.

If aconnected network, V', of 1/0-SEQ and I/O-PAR components, has neither adata
flow circuit, passing through only I/O-SEQ processes, nor a data-flow path from an
1/0-SEQ process with an external input channel to an I/0-SEQ process with an exter-
nal output channel, passing through only 1/0-SEQ processes, we say that PAR( V) isa
composite-1/0O-PAR process.

We find that Welch's rules generalise to composite processes as follows.

Rule 4 (Welch 1987) A connected network V' of composite-I/O-SEQ and composite-
I/0O-PAR processes is deadlock-free if, and only if, it has no data-flow circuits which
pass through only composite-1/O-SEQ processes.

Proof. Let V' be the network of 1/0-PAR and 1/0-SEQ processes that may be derived
from V by breaking each process down into its basic components. This rule follows
fromrule 3 by proving that V' contains a data-flow circuit through composite-1/0-SEQ
processes if, and only if, V' contains a data-flow circuit through 1/0-SEQ processes.

In graph-theoretic terms the connection diagram of V isacontraction of that of V'
(see appendix B). Supposethat V' contains adata-flow circuit through only composite-
[/0-SEQ processes, then, clearly, V' contains a data-flow circuit passing only through
I/0-SEQ processes.
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Alternatively, suppose that a data-flow circuit, C, is contained within V', passing
only through 1/0-SEQ processes. Under the contraction of connection diagrams from
V'to V, C maps either to a directed closed trail of V, or to asingle vertex. (Note
that a closed trall differs from acircuit in that its vertices are not necessarily distinct
—it may ‘cross itself.) The latter option may be eliminated immediately as it implies
the presence of a data-flow circuit within a composite process, which is prohibited by
definition. The former option implies that V' contains a directed closed trail through
composite-1/0-SEQ processes, because there can be no path through a composite-1/0-
PAR process that does not cross asimple I/O-PAR element. Any directed closed trail of
V entails at least one circuit.

So V contains adata-flow circuit through composite-1/0-SEQ processes, if and only
if V' contains a data-flow circuit through I/0O-SEQ processes, and the required result
may now be deduced from rule 30

It is useful to note that basic 1/0-SEQ and 1/0O-PAR processes are al'so composite-
1/0-SEQ and composite-1/0O-PAR respectively. Thisenables usto build adeadlock-free
network from a mixture of basic and composite processes.

Example—Emulating VLSl Circuits

WEelch originally formulated these design rulesin order to emulate VL SI circuits, using
the occam programming language. He used rule 4 to construct various ‘circuits’ hier-
archically. For example, a‘latch’ component is shown in figure 2.2. Thisis built from
two I/O-PAR ‘nand’ gates and two I/O-SEQ ‘delta’ processes (which simply duplicate
their input signal). The latch component is composite-1/0O-PAR.

Welch used this technique to predict the behaviour of complex eectronic circuits
prior to their realisation in silicon. He was able to construct deadlock-free networks
with hundreds of thousands of processes, using design rules 1 to 4. These rules have
subsequently been used for many other applications by occam programmers. (e.g. See
[Macfarlane 1992].) Rules 1 and 2 were also reported in [Roscoe and Dathi 1986].

A General Rule

Dijkstraand Scholten devel oped arulefor cyclic processes which communicate exactly
once with each of their neighbours on each cycle in fixed sequence [Dijkstra 1982].
This was extended by Roscoe and Dathi to alow sets of communications to be per-
formedinparale, aswith Welch’'srules. Herewegeneralise al theseresultsto produce
apartia order based rule.

A cyclic-PO process is a process P with a finite set of communication channels
C', which operates cyclically, communicating on each of its channels once per cycle.
The order of communication is governed by a strict partial order (C, >), whereby P
becomes ready to communicate on achannel ¢ for the nth time, once it has completed
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Figure 2.2: LATCH: a Composite I/O-PAR Process

LATCH

its (n — 1)th cycle, and has communicated on all the channels below ¢ by > oniits nth
cycle. This can be defined formally as follows.

CYCLIC-PO(C,>) = C2(C,{},>)
C2(C,DONE,>) = C2(C,{},>)
<DONE = (C'>
Os.mins(c—poNE,>) T — C2(C,DONEU {z},>)
aCYCLIC-PO(C,>) = C
Where mins( Y, >) is defined as the minimal elements of subset Y of C, given by
mns(Y,>)={ye Y| AzeY. y>z}
Now we consider anetwork of cyclic-PO processes, V = (P; .. Py), where
P; = CYCLIC-PO(aP;, >;)

The set of communication channels of the network asawhole, UY_, aP;, iscaled a V.
We use symbol > to represent the aggregate of the various partial orderings, >, i.e.

CiDCjC>E|k. Ci >k Cj

The direction of data-flow along communication channels, if any, is irrelevant to
the deadlock properties of cyclic-PO networks. Sometimes it is meaningless to assign
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any direction to achannel. For thisreason we shall here consider the connection graph
of a network rather than the connection digraph. This is constructed in the same way
except that it is undirected.
Anundirected, closed trail of dependent channelsisasequence of channelsof oV,
(cg .. cm), which formsaclosed trail in the connection graph of V' (see appendix B for
definitions), and satisfies
ci>cal>..D>cy D>y

Theorem 7 A connected network of cyclic-PO processes is deadlock-free if, and only
if, it has no undirected, closed trail of dependent channels.

Proof. Suppose there exists an undirected, closed trail of dependent channels, such that
ci>cal..D>cy By

No communication can ever take place on any of these channels, so the processes they
are connected to will never complete their first 1/0O cycle. No cyclic-PO process can
ever have advanced more than one 1/0 cycle beyond its neighbours in the connection
graph of V, so thereisalimit to the number of events that any component process can
execute. Hence deadlock will eventually ensue.

Now suppose instead that we have arrived at adeadlock state o of V. Every process

is unable to proceed, and has at |east one ungranted request (with respect to A).

Consider any ungranted request P;, 24 ¢ P,,, where P;, wants to communicate on
some channel ¢; for the n,th time, but P,, isrefusing to participate. Either P;, and P;,
have both compl eted the same number of 1/0 cycles, but P;, has not yet communicated
on all its channels below ¢, by > on the current cycle, or P;, has completed one less

I/O cycle than P;,. It follows that P, iswaiting to communicate on some channel c;
for the nyth time, where either (n; = ny) A (¢; > ¢z) OF ny > ns.

We can repeat this argument to construct an arbitrarily long sequence of pairs

(Clanl)a(c,gvng)a(cfl’ané’)"
Where V. ((ni=ni+1)/\(cil>ci+1))V(ni>niH)

The channels of this sequence correspond to awalk in the underlying graph of V.
The decreasing sequence n;, ns, ng. . Must have alimit, i.e.

dp. Vji>p. nj=mn,
Hence Cp D Cpr1 D Cpp2 D ..

As oV isfinite, this sequence must eventualy repeat aterm, i.e.

= q,7. Cpiq > Cptq+1 >..> Cpt+g+r = Cpiq
where ¢ 4, . ., Cprq+r—r aedl distinct.
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This sequence is represented by a closed trail in the connection graph of VO

This theorem describes the deadlock properties of networks of cyclic processesin
general. If each process can completeitsfirst 1/0 cyclethe network will never deadlock.

It is worth mentioning a special case of cyclic-PO processes. We define a cyclic-
LOP process to be a cyclic-PO process where (a P, >) takes the form of a linearly
ordered partition. Thismeansthat o P is partitioned into subsets A ,, . ., A= such that

Ve iAo Vet d,o o0 Vep A C; > Co > ..> Cp
Vi:{1,..,m}. Ve c:\ —e>c

The 1/0-PAR and 1/0-SEQ cyclic processes, defined by Welch, both have cyclic-LOP
communication patterns. The > relation is empty for an I/O-PAR process. For an [/O-
SEQprocess, ¢; > ¢; if andonly if ¢; isan output channel and ¢; isaninput channel. For
anetwork, V', of cyclic-L OP processes we can derive aresult with asimpler topological
requirement than for cyclic-PO processes. Thisis asdlight extension of atheorem due
to Roscoe and Dathi.

Anundirected, circuit of dependent channelsisasequence of channelsof .V, (c; ...
¢m), Which forms acircuit in the connection graph of V, and satisfies

cirD>coa>.. Dy Doy

Theorem 8 A connected network consisting of cyclic-LOP processesis free of dead-
lock if, and only if, it has no undirected circuit of dependent channels

Thisisproved in virtually the same manner as Welch’'srules. In adeadlock state of
anetwork of cyclic-L OP processes, there must be acycle of ungranted requests where
each process has performed the same number of 1/O cycles. The crucia observation
isthat if P; has an ungranted request to P;, trying to perform some event ¢ and both
processes have performed the same number of I/O cycles then every event that P; is
ready to perform is benesth c in the partial ordering > ;0

Theresult that Roscoe and Dathi proved wasthe same asthis except that it enforced
the extra restriction that at most one channel be permitted between any two processes

These theorems may be too complicated to be considered design rulesin their own
right, however a suite of design rules for computationally intensive parallel systems
can be derived. For instance Welch's rules drop out as ssimple corollaries. Here is an
example of anew design rule.

Rule5 A connected network of cyclic-PO processes is deadlock-free if, and only if,
there exists a labelling of the connection graph, givenby [ : a« V' — N, which satisfies

c D> g = l(Cz) > l(Cj)
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Proof. We use the technique of reductio ad absurdum. Suppose the conditions of the
rule hold, and yet V' can deadlock. Then, by theorem 7, there is a sequence of channels
satisfying

ci>cal>..D>cy B>y
= l(cy) > l(co) > ..A(cm) > l(cy)
EE l(CI) > l(CJ) Ij

Conversdly if V isdeadlock-free, by the nature of its construction it must have atrace
s of finite length which includes every element of o V. We label each element of o V'
according to the position of itsfirst appearance in s to derive alabelling which satisfies
the conditions of the theorem. This completes the proofC

To design a network using this rule, we first draw a connection graph (or digraph
if we prefer) and label each channel with anumeric value, representing alogical order.
Then if each process isimplemented as a cyclic-PO process, capable of communicat-
ing on its channels in order of increasing value, the network is deadlock-free. (When
a process has more than one channel of the same value, it should be implemented to
communicate in parallel on those channels.)

Example— A Toroidal Cellular Automaton

To demonstrate this approach, we consider a4 x 4 cellular automaton program, where
each cell compares its state with those of its four neighbours in strict, clockwise order.
This is based on a program described in [Dewdney 1989]. Theideais that each cell
maintains an integer state and whenever it finds that its state is exactly one less than
that of aneighbour, it changes state to match. (All comparisons are done using modulo
arithmetic.). When alarge grid is used some interesting patterns evolve.

Blind to the risk of deadlock we might give each cell process an identical commu-
nication pattern, such as defined by the following processes where each cell communi-
cates with its neighbours in the order left, up, right, then down.

CELL(i,j) = LEFT(:,j)
LEFT(i,j) = (e.i.j.left = KIP ||| e.(i — 1).j.right — SKIP) ; UP(i, j)
UP(i,j) = (e.ij.up— SKIP ||| e.i.(j — 1).down — SKIP) ; RIGHT(, )
RIGHT(i,j) = (e.i.j.right — SKIP ||| e.(i + 1).j.left — SKIP) ; DOWN(3, 7)
DOWN(i,j) = (e.i.j.down — SKIP ||| e.i.(j + 1).up — SKIP) : LEFT(,5)
wCEL) = | S T e, T
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In this process definition all integer arithmetic is modulo 4. The network is given
by
(CELL(0, 0),..,CELL(0, 3),..,CELL(3, 0),..,CELL(3, 8))

Thisarrangement leadsto immediate deadlock because there exist many undirected,
closed trails of dependent channels. We tackle this problem by labelling each channel
of the network, and then recoding each process to communicate on its channel s accord-
ing to the ascending order of itslabels. Thelabelling scheme showninfigure 2.3 allows
each component to communicate in strict clockwise order as required. But cells alter-
nate as to whether to start by communicating on the left or on theright. This gives us
anew definition for CELL asfollows

CELL(i,j) = LEFT(i,j) < ((i +;) modulo 2 = 0)> RIGHT(i,5)

An implementation of this network, programmed in occamz2, is given in [Martin
et al 1994].

In practice it would be desirable to add extra channel s to this network to monitor the
state of each cell, and reset the system when required. Use of the cyclic-PO paradigm
would require that each channel be used on every 1/O cycle, which might be unneces-
sary. Inthe next section theorem 7 will be extended to allow processes to communicate
on asubset of their channels on any given 1/0O cycle (aslong as neighbouring processes
are in agreement as to which channels are to be used), and aso to alow the channel
ordering to be changed between successive cycles.

Multi-phase Communication Patterns

A multi-phase-PO process is a deadlock-free process, P, with aset of communication
channels, o P, which operates cyclically, communicating once on a predefined subset
of its channels on each cycle. Onits kth cycle, P communicates according to a partia
order

(B P, >*)

where oY) P C o P: P communicates on channel ¢ on its kth cycle if and only if
¢ € a'® P, inwhich case it becomes ready to do so once it has completed its (£ — 7)th
cycle, and has communicated on all the channels of o P below ¢ by > on its kth
cycled

We say that anetwork of multi-phase-PO processes, V = (P;..Py), isconcordant
if neighbouring processes agree on which subset of channels to use on each /O cycle:

Vk:N—-{0}. Vi,j:{0,1,..N}. a®P,naP;=aP;na® P,
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Figure 2.3: Connection Digraph with Channel Labelling

eij.up ei.(j-1).down

e.(i-1).j.right ei.j.right
el j.left e.(i+1).j.|§

ei.(+1).up e.i.j.down
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Theorem 9 A connected, concordant network of multi-phase-PO processes is free of
deadlock if, and only if, V& : N — {0} there is no undirected, closed trail of >(*)-
dependent channelsO

The proof of thisisvirtualy identical to that of theorem 7, and we can derive asimilar
designrule.

Rule 6 If there exists a partial labelling of the channels of a network of multi-phase-
PO processes, for every 1/0 cycle, given by the partial functions i, : oV — N, which
satisfies

¢; > ¢; = l(ci) > (c))
Vi:{1,..,N}. aP;ndomain(ly) =a®P;

then the network is deadlock-freed

Figure 2.4 illustrates how thisrule may be used to add acontrol processto thetoroid-
al cellular automaton. In this design each cell communicates bidirectionally with the
control process after the completion of every fourth cycle of communication with its
neighbours.

2.2 Client-Server Protocol

The cyclic paradigm may be used effectively to solve many common problemsin par-
allel computing. However for certain problemsit is too restrictive in the respect that it
enforces a pre-determined communication pattern. In practice, we often need to alow
the communication patterns of processes to vary according to external requirements. A
more flexible design rule from this perspective isthe Client-Server Protocol. Thiswas
originally formulated by P. Brinch Hansen in the context of operating systems [Brinch
Hansen 1973]. It has since been adapted by Welch, G. R. R. Justo and C. J. Willcock asa
means of designing deadlock-free concurrent systemsusing occam [Welch et al 1993].
The version of the protocol presented here is aformal adaptation and extension of the
ideas of these authors, which were stated informally.

The main requirement is that processes communicate on each one of their channels
either asaclient or asaserver, according to astrict protocol. A network of client-server
processes is deadlock-free if it has no cycle of client-server relationships.

A basic client-server CSP process P has afinite set of external channels partitioned
into separate bundles, each of which hasatype, inrelation to P, whichiseither client or
server. Each channd bundle consists of either a pair of channels, arequisition and an
acknowledgement, (r, a), or asingle channel (which we call adrip) (d). (Thisalows
client-server conversations to be either one way or two way). We write the set of client
bundles of P asclients(P), and the server bundles as servers( P).

In the subsequent analysis, the event of communication on a channel is again rep-
resented purely by the channel name, ignoring any data that is passed. The purpose of
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Figure 2.4: Multi-phase Channel Labelling
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thisis clarity and ssimplicity. Following this convention, a basic client-server process,
P, must obey the following rules

(&) P isdivergence-free, deadlock-free and non-terminating.
V(s, X) : failures(P). X #X
(b) When P isin a stable state (no internal activity possible), either it is ready to
communicate on all itsrequisition and drip server channels or it isready to com-

municate on none of them. In CSP terms this means that maximal refusal sets of
P include either all the requisition and drip server channels or none of them, i.e.

V(s, X) : failures(P). X maxima =

( (V(d) : servers(P). d g X) A ) v
(Y(r,a) : servers(P). r ¢ X)
(V(d) : servers(P). de€ X) A
(V(r,a) : servers(P). re X)
(c) P aways communicates on any bundle pair (r, a), inthe sequence r, a, r, a, . .,

e
V(r,a) : clients(P)Uservers(P). Vs:traces(P). 1 >(s|lr—sla)>0

(d) When P communicates on aclient requisition channel, it must guarantee to accept
the corresponding acknowl edgement, i.e.

V(r,a) : clients(P). V(s,X):failures(P). s|r>s|a= (a & X)

When we construct aclient-server network V' from aset of client-server processes
(P;,..Py), each client bundle of a process must either be a server bundle of exactly
one other process, or consist of channels external to the network. Similarly each server
bundle of any process must either be aclient bundle of exactly one other process or be
external to the network. No other communication between processes is permitted, i.e.

Vie{1,..N}. Vs e clients(P;)
Either 3!j. j # ¢ A s € servers(P))
Orlet s=(s;,..,sx) then {s;,..,sx}NA={}

Vie{1,..N}. Vs e servers(P;)
Either dlj. j #iAs € clients(P;)
Orlet s=(s;,..,sx) then {s;,..,sx}NA={}

i#j= Let (clientsP; N serversP;) U (clientsP; N serversp;) =

{<81,17“7 81,k1>7“7<5m,17"7 Smykm)}
Then aoP; N CYP]' = {81,1, <y Sty Smyly e o Sm,km}
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The client-server digraph of aclient-server network consists of a vertex represent-
ing every process, and, an arc representing each shared bundle, directed from the proc-
essfor which it is of type client, towards that for which it is of type server.

Rule 7 (Client-Server Theorem) Aclient-server network, composed frombasic proc-
esses, which has a circuit-free client-server digraph, is deadlock-free.

Proof. First we observe that the matching requirements for client and server bundles
within anetwork enforce triple-digointedness within aclient-server network. Rule (a)
ensures that basic client-server networks are also busy.

Let V beaclient-server network, composed from basic processes, the client-server
digraph of which contains no circuit. Suppose it has a deadlock state o. There must
be acycle of ungranted requests in state o by theorem 1 (page 29). Because the client-
server digraph is circuit-free this cycle of ungranted requests cannot consist entirely of
requests from client to server or vice-versa. It must contain a subsegquence

A A
Pio-;).P]'o-;).Pk

where P; communicates with P; as client to server and P; communicates with P, as
server to client. (Note that if the cycle of ungranted requests has length only two then
P; and P, are the same process.)

We shall now show that the basic client-server protocol rendersthis situation impos-
sible. First we note that by rules (c) and (d) P; can only be waiting to communicate
with P, on aserver requisition or drip channel; an acknowledgement is never refused.
Hence P; isready to communicate on all its server requisition and drip channels by rule
(b). So P; must be waiting for an acknowledgement from P;. However, by rule (c), P,
must have already acknowledged every previous requisition event in order to be ready
to communicate on all itsrequisition channels. So P; cannot have an ungranted request
to P; after all. This contradiction proves that the system has no deadlock stater.

Example— A Simple Process Farm

We consider an application where computing-intensive tasks are performed in parallel
using a standard farm network configuration. A farmer employs »n foremen each of
whom is responsible for m workers. When a worker process becomes idle it reports
the result of any work doneto itsforeman, using channel «.:.7, where j denotes worker
and ; denotes foreman. The foreman reports this on channel c.: to the farmer who, in
turn, replies with anew task using channel d.:, The foreman then assigns the new task
to the worker with channel b.7.5. Here the relationship between worker and foreman
and the relationship between foreman and farmer are both client to server.

The CSP communication patterns of the component processes are given asfollows.

FARMER = 0O72] c.i — d.i — FARMER

1=
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clientstFARMER) = {}
servers(FARMER) = {(c.0,d.0),..,{c.(n—1),d.(n — 1))}
aFARMER = {c.0,..,c.(n—1),d.0,..,d.(n — 1))}

FOREMAN(i) = 07 a.ij — c.i — d.i — b.i.j — FOREMAN(i)

clients(FOREMAN(i)) = {{c.i, d.i)}
servers(FOREMAN(Z)) = {(a.i.0,b.i.0),..,(a.i.(m — 1), b.5.(m — 1))}
aFOREMAN(i) = {a.i.0,..,a.i.(m —1),b.4.0,..,b.i.(m — 1), c.i,d.i}

WORKER(,j) = a.i.j — b.i.j — WORKER(i, 7)

clientst\ WORKER(i,j)) = {{a.i.j, b.i.j)}
servers(WORKER(7,5)) = {}
aWORKER(7,7) = {a.i.j,b.i.j}

It is straightforward to verify that each process obeys the basic client-server proto-
col. The client-server digraph is illustrated in figure 2.5. It has no circuits hence the
network is guaranteed deadlock-free.

Polling on a Channel

The technique of polling on a channel is a means by which a process can attempt to
communicate on a channel without the risk of becoming blocked. In high level imple-
mentation languages this is achieved by the use of time-outs, possibly of zero dura-
tion. The version of CSP that we are using is untimed so there is no direct equivalent
to this. However polling may still be represented using the available syntax. Consider
the process

(in— P O timeout — @) \ timeout

This process cannot become blocked trying to communicate on channel in, because it
is aways able to perform the internal event timeout.

While a process is attempting to poll a channdl its state is unstable. Note that rule
(b) of the basic client-server definition only applies to stable states. Thismeansthat the
restriction that a process must either offer its servicesto al its clients or none of them at
agiventimemay beovercomeif polling isused. (However one hasto bevery careful in
order to avoid introducing divergence.) An example of using polling in a client-server
network is given in [Martin and Welch 1996].
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Figure 2.5: Client-Server Digraph for FARM

WORKER(0,0)
<a.0.0, b.0.0>

w.(mm
WORKER(0,m-1)

FOREMAN(0)

<c.0,d.0>
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<c.(n-1), d.(n-1)> WORKER(n-1,0)
%n—l).o> .
FOREMAN(n-1) <a.(n-1).(m1), b.(n-1).(m-1)> ®
\ WORKER(n-1,m+1)
Composite Processes

A composite client-server process V is a client-server network (P, .., Py) composed
solely from basic client-server processes, of which the client-server digraph contains
no circuits, we define

C= 1C=

clients(V) = (CJ clients(P;) —

servers(Pj)>

servers(V) = (LNJservers(Pi)—'

=1

clients( P; ))

1

~
I

In other wordsthe client and server bundles of V' are those of the component processes
P; which are not paired off.

We represent a composite client-server process by asingle vertex in aclient-server
digraph. The following result shows that this is consistent with the composition rule
governing basic processes.

Rule 8 (Client-Server Closure) A client-server network, composed from composite
processes, with a circuit-free client-server digraph, is deadlock-free.
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Proof. Starting with a network such as described in the statement of the theorem
with client-server digraph D, consider the client-server digraph D’ of the network which
is derived when each composite process is separated back into its basic components.
Digraph D isacontraction of D’. Supposethat D’ contains acircuit. By definition this
cannot be local to a single composite process, and so it must map onto a closed trail in
D. But as D hasno circuit it has no closed trail either —a contradiction. So D' has no
circuit and the result follows from rule 70

It isimportant to note that any basic client-server processisitself composite client-
server (although the reverse is not true). Hence we can apply the result to mixtures
of composite and basic processes. Thisrule is clearly useful for designing networks
hierarchically. Complex subnetworks may be reused with ease. Black-box processes,
that have been shown to abide by the composite client-server specifications, may be
safely incorporated.

However theruleistoo weak in somecircumstances, aswe shall demonstrate bel ow.
We need to find a generalisation.

We define a dependence relationship >> between server bundles and client bun-
dles of a composite client-server process V asfollows: if z € servers(V) and y €
clients( V') then z > y meansthat there is a path from the process with server bundle
x to that with client bundle y, in the client-server digraph of V.

Figure 2.6: Composite Client-Server Process

Figure 2.6 shows a hypothetical composite client-server process BLACKBOX, with
external client-server channel bundles a, b, and ¢. Here we have

servers(BLACKBOX) = {a}
clients(BLACKBOX) = {b, ¢}
a>b , =(a>c)
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We construct an exploded client-server digraph of anetwork of composite processes
in the following way. The digraph contains avertex for every client and server bundle
of each process. If v and v’ are vertices representing bundles 6 and b’ of the same com-
posite process P; we draw an arc from v to o' if, and only if, 6 > o' in P. If v and v’
represent bundles of different processes P and P’ then we draw an arc from v to v’ if,
and only if, both vertices represent the same channel bundle, v as a client bundle and
v' asaserver bundle.

We can derive the following result from these definitions.

Rule 9 Aclient-server network, composed from composite client-server processesand
with a circuit-free exploded client-server digraph, is deadlock-free.

Proof. Starting with a network such as described in the statement of the theorem,
consider the client-server digraph D’ of the network which is derived when each com-
posite process is separated back into its basic components. Suppose that this contains
acircuit. This must be of the form

(ala b1,17 bl,?a . 'bl,n17 ag, b?,la b?,?a . 'b.?,ngv - Qm, bm,17 bm,?; . -bm,nm>

where each subsequence (b ;, . . by, ) corresponds to a path through the client-server
digraph of one of the origina composite client-server processes, say P;, and each arc
ay represents a channel bundle shared by two such composite processes P,_; and Py,
(where arithmetic is modulo m).

Inthe exploded client-server digraph of the original network, let each external chan-
nel bundle a of composite process P be represented by avertex a.P. Then each bundle
ay 1S represented by two vertices, say a;.P,_; and a;. Py, because bundle g is shared
by processes P,_; and P,. These two vertices will be joined by an arc. Now for each
pair of bundles a;, a;; itisclear that a;, > a;, ;. Hence each pair of vertices ay. Py,
a1 - P Will also bejoined by an arc. So the exploded client-server digraph must con-
tain acircuit

((aI.P1, ag.Pl), (GQ.PI, CLQ.PQ), c (an.Pn, CL].Pn), (aI.Pn, CLI.P]))

Thisis acontradiction so thereisno circuit in D’ and the result follows by rule 70

Figure 2.7 displays two representations of a network constructed from six copies
of BLACKBOX (with suitably relabelled channels): the client-server digraph, and an
exploded client-server digraph. The former contains acircuit, so we cannot use rule 8
to show that the network is deadlock-free. However the latter contains none. So the
network is deadlock-free by rule 9.

Note that when “exploding” acomposite process, it isnot aways necessary to allo-
cate a new vertex to every client or server bundle. Sometimes we can use a single
node to represent several client or server bundles, without losing any information. This
depends on the structure of the relation > .
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Figure 2.7: Client-Server Digraph and Exploded Client-Server Digraph

The benefit of rules 8 and 9 is that we avoid repeating superfluous information in
the diagrams we draw to design our programs. Instances of complex subnetworks are
reduced to single nodes (or simplified representations when rule 8 is too weak).

Adding a Client-Server Interfaceto an Arbitrary Network

Rules 8 and 9 make available ahierarchical approach to software construction, based on
multiple layers of the client-server model. 1t would also be nice to be able to use other
paradigms to design subnetworks, and then wrap them up with a client-server interface
for inclusion in awider context.

Here we consider how to modify an arbitrary network, so that it appears asasingle
basic client-server process to its environment.

We start with a deadlock-free network V- = (P;, .., P,), where each process P;
isitself divergence-free, deadlock-free and non-terminating. We want to add external
communications to the components of this network to makeit behave likeasingle basic
client-server process. The resulting network will be called

V,= <P1/,..,Pn’>

where each process P;’' performs events in the alphabet of P; and possibly additional
events, which are external to the network, i.e.

z’;éj———>(api'—aPi)ﬂan':{}

The basic rule of thumb is that we may freely add client connections to any com-
ponent process P;, but we may add server connections to at most one such process.

Adherencetothefollowing ruleswill guaranteethat V' will behave asasinglebasic
client-server process.



54

CHAPTER 2. DESIGN RULES FOR DEADLOCK FREEDOM

1. The additional channels of each process P;’ are partitioned into client and server

bundles, and P;' must obey the basic client-server protocol on these bundles.

(The client-server bundles of V' are taken to be the union of those of each com-
ponent, which will be digoint. Itisclear that V' will adhere to rules (c) and (d)
of the basic client-server protocol if each process P, does)

. No more than one process P;' may have server connections.

(Thisisto ensure that V' obeys rule (b) of the basic protocol. This restriction
may be avoided if polling is used)

. The new connections added to each process P; must not interfere with itsinternal

behaviour, i.e.
Pi/\(OéPi,—O[Pi):Pi

(By lemma 5 this condition guarantees that V' is deadlock-free, divergence-free
and non-terminating — rule (a) of the basic client-server protocol.)

Example— Adding a Flexible Control Mechanism

In section 2.1 wedesigned adeadl ock-free toroidal cellular array monitored by acontrol
process, to be constructed using the multi-phase-po protocol. That approach required
monitoring to be performed at fixed, predetermined intervals. A moreflexibledesignis
to add client connections to each cell, served by the control process. The new version
looks like this.

CELL'(i,j) = LEFT(i,5)<(i+j) modulo2 = 05RIGHT(i,;)
CHAT(i,j) = SKIPMouti.j — in.i.j — SKIP
LEFT(i,5) = (e.ij.left — KIP ||| e.(i — 1).j.right — SKIP) ;

CHAT(i, ) ; UP'(4,5)
UP/(i,j) = (e.ij.up— SKIP]|| e.i.(j — 1).down — SKIP);
CHAT(3, ) ; RIGHT'(i, 7)

RIGHT(i,j) = (e.i.j.right — SKIP ||| e.(i + 1).j.left — SKIP) ;

CHAT(i,5) ; DOWN'(i, 5)

DOWN'(i,5) = (e.i.j.down — SKIP||| e.i.(j + 1).up — KIP) ;

aCELL'(4,5) =

CHAT(4,7) ; LEFT (4, 5)

e.i.j.right, e+ 1.5.left, e.c.j.down, e.i.j 4+ 1.Up
m.1.7, out.1.)

{ e.i.j.left, e.s— 1.j.right, e.i.j.up, e.z’.j—].down}
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After each interaction with a neighbour the cell may non-deterministically decide
to talk to a CONTROL process, implemented as follows.

CONTROL =Df:0|:|]3:0 out.z.; — in.z.; — CONTROL

We have added a client bundle of the form
(out.i,j,in.i.5)

to each call. No server bundles have been added, and the additional channels do not
affect the internal working of each process, i.e.

CELL'(i,j) \ {in.i.j,out.i.j} = CELL(i, j)

This may be proved using the algebraic laws of CSP. It follows that the complete cel-
lular array now appears as asingle basic client-server process to its environment. The
client-server digraph which results is shown in figure 2.8. This contains no circuits so
the entire system is deadlock free. It isnow asimple matter to build extra client-server
components onto the system, such as a user interface and a graphics handler.

Figure 2.8: Adding Client-Server Connections

TORUS . CONTROL

2.3 ResourceAllocation Protocol

The Resource Allocation Protocol was discussed briefly in the introduction. It will
now be formalised, based on the treatment given in [Roscoe and Dathi 1986]. Then
an extended version will be presented which allows resources to be built on to existing
deadl ock-free networks.

A user-resource network consists of a set of user processes { Uy, .., Uy} which
compete for alinearly ordered set of resource processes ({R;, . ., Ry }, >) which have
the following communication pattern.

R; = Oyq,.n (claim; — release; — R;)
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Each resource j is initially ready to be claimed by any user process i using channel
claim;;. Then once it has been claimed it waits to be released, on channel release;;,
before returning to itsinitial state. Note that in this abstract model any details of mes-
sage passing corresponding to the claim and release events are omitted.

Clearly the channels claim,; and release;; are only meant to be used by user process

U, i.e

k # i = {claim;,release; } N a U, = {}

We assume that each user process U; is deadlock-free and non-terminating. It never
triesto claim aresource that it already holds, nor to release one that it does not, i.e.

Vs :traces(U;). 1 > (s ] claim; —s | release;) > 0

Rule 10 (Resource Allocation Protocol) Consider a user-resource network V' con-
structed from users { Uy, .., Uy} and resources ({R;,. ., Ry}, >). Suppose that no
user process ever attempts to acquire a higher resource than any that it already holds,
I.e

Vs :traces(U;).
(s | claim; > s | release;) A (R, > R;) = s~ (claimy) ¢ traces(U;)
and also that it never communicates with any other user process
i#j=alUnal;={}

Then the network is deadlock-free.

Proof. Suppose the condition of the protocol is adhered to, yet there is a deadlock
state 0. So there exists a cycle of ungranted requests by theorem 1 (page 29), which
must be of the following form due to the bipartite nature of the network.

a a a a a
Uil — .le — .UiQ — .RJQ .. U'LL — .R]k — .Uil

Here user U;, wants to claim resource R;,, which is aready held by user U,,, which

wants to claim resource E;, , etc. Thisimplies the following contradiction

21

Rj1>R]‘2>..>R]‘k>R]’1 il

We conclude that the network can never deadlockO

The Dining Philosophers network can be modelled in CSP as follows:
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PHIL(:) = takes.i.i — takes.i.(i — 1) — eats.i —
drops.i.(i — 1) — drops.i.i — PHIL(%)

aPHIL(7) = {takes.i.i,takes.i.(i — 1), eats.;,drops.i.(i — 1),drops.i.i}
FORK(j) = O, takes.i.j — drops.i.j — FORK(j)
aFORK(j) = {takes.0.j,drops.0.j,..,takes./.j,drops.4.j}

v = <PHIL(0), PHIL(7), PHIL(2), PHIL(3), PHIL(4)>
~ \ FORK(0), FORK(1), FORK(2), FORK(3), FORK(4)

where integer arithmetic is modulo 5.

Figure 2.9: Connection Graph for Dining Philosophers

The connection graph of this network is displayed in figure 2.9. If we take the forks to
be the resource processes, ordered by

FORK(4) > FORK(3) > FORK(2) > FORK(1) > FORK(0)
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and the philosophers to be the user processes, we see that the Resource Allocation Pro-
tocol is adhered to by all processes except PHIL(0). Asexplained in the introduction,
deadlock is possible for this system, for instance after trace

(takes.0.4 ,takes.1.0, takes. 2.1, takes./ .3, takes.3.2)
Thisisrectified by redefining PHIL(0) to pick up his right-hand fork first.

PHIL(0) = takes.0.4 — takes.0.0 — eats.0 —
drops.0.4 — drops.0.0 — PHIL(0)

The resulting network is deadlock-free.

An Extended Protocol

The user processes will now be alowed to communicate with each other, so long as
they do not attempt to do so while they are still holding any resources. The following
result, inspired by an example from [Roscoe and Dathi 1986], will make it possible to
build resources onto an existing deadlock-free network, without introducing any risk
of deadlock.

Rule 11 (Extended Resource Allocation Protocol) Take a user-resource network V/
constructed fromusers{ Uy, .., Uy } andresources ({ Ry, . ., Rm }, >). Supposethat no
user process ever attempts to acquire a higher resource than any it already holds, and
never attempts to communicate with another user processwhile holding aresource, i.e.

Vs :traces(U;).
(s | claim; > s | release;) A (Ry > R;) = s~ (claim,,) ¢ traces(U;)
. . ‘ Ve:alU,NaU,.
(3j. slclam; > s |release;)Al# 1 = s™(e) ¢ traces(U)

If the subnetwork of user processes (U;, . ., Uy ) isdeadlock-free then the combined
networ k of user processesand resource processes( Uy, . ., Uy, Ry, . ., Ry) isalso dead-
lock-free.

Proof. Suppose that the conditions of the protocol are adhered to and also that the
subnetwork of user processes ( Uy, . ., Uy) isdeadlock-free, yet thereisadeadlock state
o of thenetwork. Inthisstate every processisblocked. First we consider the possibility
that in state o no resource has been claimed, and therefore every resource is available
to be claimed by any user process. It follows that each user process is only waiting to
communicate with other user processes, i.eit isunable to perform any event outside the
vocabulary of the subnetwork of user processes. So the subnetwork (U, . ., Uy ) itself
has a state, derived from o, in which every processisblocked. Thisisadeadlock state
which contradicts our hypothesis.
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So it must be the case that in state o at least one resource R; hasbeen claimed. Itis
therefore waiting to be released by some user process U;. Because U; iscurrently hold-
ing resource R;, it isnot allowed to attempt communication with another user process
S0 it must be waiting to claim another resource. In this way we can proceed to con-
struct a cycle of ungranted requests, as was done in the proof of the basic Resource
Allocation Protocol, leading to the same contradiction. We conclude that the network
is deadl ock-freed.

Example—The Arm-Wrestling Philosophers

To illustrate this we present a dlight variation of the Dining Philosophers story, with
arm-wrestling contests introduced to relieve the tedium of endless spaghetti eating and
thinking. The philosophers are ranked according to seniority, given by

PHIL(4) > PHIL(3) > PHIL(2) > PHIL(1) > PHIL(0)

A philosopher may decide to eat some spaghetti or to challenge asenior philosopher to
an arm-wrestling bout. Between meals he is also prepared to accept a challenge from
any of hisjuniors. The new CSP definitions for the philosophers are given as follows.

PHIL(0) = ( takes.0.4 — takes.0.0 — eats.0 — )

drops.0.4 — drops.0.0 — PHIL(0)
(M, wrestles.0.i — PHIL(0))

takeSzz—>takeSz(z—1)—>eatSi—>
PHIL(i) = dropSZ i — 1) — drops.i.. — PHIL(7)
(Mfiy, wrestles.i.k — PHIL(7))
(Oizh wrestles.k.i — PHIL(i)) i=1,2,3

[ takes .4 —takes 4.3 —eats ] — | |
~ \ drops.4.3 — drops.4.4 — PHIL(4)

53 _, Wrestles.k.4 — PHlL(4))
aPHIL(:) = {tak&.z.z,tak&s.z.(z — 1), eats.i,drops.i.(i — 1),drops.i.i}
U {wrestles.i.k|k > i} U {wrestles.k.i|k < ¢}

PHIL(4)

The subnetwork of philosophers is a smple example of a client-server network,
where each philosopher interacts with hisjuniors asa server and his seniorsas aclient.
It is easily shown to conform to the basic client-server protocol. Also the Extended
Resource Allocation Protocol is observed when it comesto the use of forks. Hence the
complete network of philosophers and forks is deadlock-free.
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Figure 2.10: Arm-Wrestling Philosophers

Example— A Parallel Database

The Extended Resource Allocation Protocol is generally applicable to paralel ago-
rithms for manipulating and processing large datasets. For example, figure 2.11 illus-
trates a simple design for a bank database. Each account is modelled as a resource
process ACCOUNT;. The user processes are configured as afarm network (consisting
of a master and some slaves) to perform operations in paralel. Carrying out a trans-
action between two accounts requires that they be simultaneously held by a particu-
lar user process. There is clearly potential for deadlock here. Suppose that SLAVE,
istold to move some money from ACCOUNT, to ACCOUNT,, while at the sametime
S AVE, istold to move some money from ACCOUNT, to ACCOUNT,. If SLAVE, first
opens ACCOUNT, and SLAVE, first opens ACCOUNT, they will become involved in
adeadly embrace, which islikely to propagate throughout the system with disastrous
consequences. Theworst thing about thiskind of deadlock isthat it may take months or
years of running time to appear, and so might not be revealed by testing. The possibil-
ity of deadlock in this situation could be removed through placement of an ordering on
the accounts (which may be arbitrary) followed by adherence to the Extended Resource
Allocation Protocol. The system might be generalised to amulti-user distributed data-
base, with more complicated transactions. Aslong as all the database records required
for atransaction are known in advance, the protocol is easily obeyed by claiming them
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in ascending order. A similar approach to thisis described in [Wolfson 1987].

In practice, deadlock is found to be a significant problem in multi-user databases.
P. Marcino reports on an insurance database application which regularly experiences
over ahundred deadlocks in asingle day [Marcino 1995]. He points out that the dead-
lock issue was ignored during the design phase, and only became apparent during ini-
tial testing. Thisisan al too common scenario. Much effort has been directed towards
deadl ock-detection algorithms [Knapp 1987]. Once adeadlock has been detected steps
can then be taken to remove it by “rewinding” certain processes. It would seem to be
much better programming practice to prevent deadlock from arising in the first place.

Figure 2.11: Bank Database System

Information

User Processes Resource Processes



Chapter 3

A Tool for Proving Deadlock-Freedom

I ntroduction

This chapter describes the development of Deadlock Checker, atool which checks for
adherence to the various design rules. It provides avital safeguard against human error
in their application.

Ascomputer programs becomeincreasingly vast and complex and are used for more
and more safety-critical applications the use of formal mathematical methods in their
development is becoming crucia. Lives may depend on it. However there are two
important barriers to overcome. Firstly the large amount of work required in apply-
ing rigorous formal methods might seem infeasible. Secondly, computer programmers
come from diverse backgrounds, and the level of mathematics involved will be off-
putting to many, and also increase the chance of error.

Animportant feature of the design rules of the previous chapter isthat they are easy
to describe in an informal, intuitive manner as well as having precise, formal state-
ments. The agorithms employed by Deadlock Checker, described below, scale effi-
ciently to networks of arbitrary size. The combination of simple design rules and effi-
cient machine verification would seem to be a powerful weapon against deadlock. It
offers a solution to both the problems described above in the specific context of build-
ing deadl ock-free concurrent systems.

Deadlock Checker operates by testing properties of individual CSP processes, or
pairs of processes, within a network. This is done using normal form transition sys-
tems, which were devised by Roscoe for use in the refinement checking program FDR.
The act of normalising atransition system is described below. A method of checking
failures specifications for individual processesand pairs of processes, using normalised
transition systems, isthen developed. Thistechnigque enables the automatic verification
of adherence to the design rules of the previous chapter.

Deadlock Checker aso implements a more general deadlock analysis algorithm. A
network’s state dependence digraph is defined where each vertex corresponds to astate
of anindividual process, and each arc represents apotential ungranted request between

62
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processes. It is shown that if the state dependence digraph is circuit-free then the net-
work is deadlock-free. This can be used to prove many useful networks deadlock-free,
going beyond the bounds of the design rules. The programmer is alowed to be more
adventurous and perhaps to bend the rules. The drawback with this approach is that
diagnostic messages are less informative.

3.1 Normal Form Transition Systems

The design rules which Deadlock Checker understands are defined by specificationsin
the failures-divergences model of CSP. The processes to be analysed are non-terminat-
ing, which meansthat they havefailures sets of infinite size. Theseareclearly unwieldy
objects to use for machine verification. Fortunately Roscoe has developed a method
for forming a unigue finite representation of any process which has a finite number of
operationa states [Roscoe 1994]. Thisisbasicaly ahybrid form of its operational and
denotational representations which is called a normal form transition system. It isa
digraph where each arc represents an event, and each vertex a composite state, labelled
with either a set of minimal acceptance sets or aflag L to symbolise divergence.

Rather than offering a precise description, we shall outline the process of normalis-
ation with the aid of aworked example. Consider aprocess P defined by the mutually
recursive CSP equations

P =a—-b—-QMc—oP
= a—b—-PMc—P

This process description is somewhat over-complicated for the behaviour it describes,
aswe shall soon see.

First the syntax is parsed into a tree of operators acting on processes or pairs of
processes. Thisin turn is converted into a state transition system using the inference
rules for operational semantics. (See section 1.3 for a description of this procedure.)
Figure 3.1 illustrates the transition system for P. Recall that 7 represents an internal
decision —thisisto cater for nondeterminism. States which have no 7 transition event
are described as stable, as no further interna activity is possible in those states.

Normalisation of atransition systemis performed in three stages. Firstly asearchis
made for states from which an infinite series of hidden eventsisimmediately possible,
(i.e. statesfrom which an indefinitely long walk of 7-labelled arcs can be constructed).
Any such state is divergent and is labelled with _L. In our example P isfound to have
no divergent state.

The second stage, called pre-normalisation, involves the elimination of 7 arcsfrom
the transition system, and also results in a unique event labelling of arcs originating
from any node.

First the initial state is grouped together with any state that is reachable from there
by performing a sequence of 7 events. This group of states, which we shall call G,is
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Figure 3.1: Transition System Resulting from Compilation
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collectively mapped to the initial state of the pre-normal state-transition system. Fig-
ure 3.2 shows how the initia state in the transition system for P (itself labelled P) is
grouped with stateslabelleda — b — QM ¢ — P,a— b — Q and ¢ — P.

If Gy contains any divergent state then the new state is also labelled as divergent.
Otherwise the new state is labelled with a list of minimal acceptance sets. (Minimal
acceptance sets are the complement of maximal refusal sets. Acceptance sets are used
here only becausethey typically smaller than refusal sets. Theinformation carried isthe
same.) Thisisconstructed by looking at al the stable stateswithin G, and, for each one,
the set of initial eventsthat it offers. In figure 3.2 the state labelled « — b — @ offers
{a} and the state labelled ¢ — P offers {c}, so theinitid state in the new transition
system is labelled with minimal acceptance sets {{a}, {c}}.

For each initial event x that is offered by states of G, apart from 7, asingle tran-
sition isformed in the pre-normal transition system, leading to a new state constructed
from the group of states reachable from states within G, by performing event x possi-
bly followed by a sequence of 7 events. The new state is labelled using the technique
described above. Each time that anew group of statesisformed acheck is made to see
whether it has already been discovered. The activity terminates once there are no more
new state groupings to be found. Figure 3.2 illustrates the entire pre-normalisation pro-
cedure for process P.

Figure 3.2: Pre-normalisation

Sate 0
Acceptance sets: {a} ,{c}

a

Sate 1
Acceptance set: { b}

b

Sate 2
Acceptance sets: {a} ,{c}

a

Sate 3
Acceptance set: { b}

In the third stage any states which are indistinguishable in terms of subsequent be-
haviour are combined to form a unique compact normal form. Those states to be iden-
tified together are determined by first marking each state with either _L if it isdivergent,
or itsinitial actions and minimal acceptance sets, and then computing the fixed point
of the following sequence of equivalence relations.
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o S; ~y Sy if, and only if, they have the same marking.

In our example ~, partitions the states of the pre-normal forminto {{0, 2}, {1, 3}}.
Thispartition is preserved by ~;, and so it represents the fixed point of ~,. Thisgives
usthe unique representation of P of figure 3.3. Given that theinitial state of this system
is 0 itissimpleto calculate the failures and divergences of P from this representation
(by walking around the digraph).

Figure 3.3: Norma Form Transition System

SateO
c
Acceptance sets: {a} ,{c}

b a

Sate 1
Acceptance set: { b}

L et us be more precise about the relationship between the failures and divergences
of ageneral process P and its normalised transition system N (if one exists). For every
minimal divergent trace s of P there will be a unique walk from the initial state o
of N to adivergent state, with the transitions labelled according to s. Conversely the
labels of any walk from ¢, to a divergent state of N form aminimal divergence of P.
For every maximal failure (s, X') of P, such that s is not adivergence of P, there will
be a unique walk labelled as s, going from ¢, to a non-divergent state o, which has a
minimal acceptance set > — X. Conversely, for every walk labelled s from o, to anon-
divergent state o, P has maximal failures (s, X — A;) .. (s, X — Ay) where 4; .. Ay
are the minimal acceptance sets of state o.

FDR uses normal form transition systems to check for the refinement relation C
between two processes S and P. By stepping through the states of the two processes
simultaneoudly, it is checked whether every possible behaviour of P ispermitted by S
[Roscoe 1994]. In particular, FDR is often used to prove deadlock freedom by check-
ing for refinement against the worst possible deadl ock-free process of agiven a phabet.
Full details of how it isused are given in [Formal Systems 1993]. It is avery genera
tool but it runs into problems with large networks because of the exponential network
state explosion as the number of processes increases.

3.2 Deadlock Checker

Deadlock Checker isimplemented on top of FDR version 1.4, using the powerful func-
tional programming language ML. (An excellent introduction is given to ML in [Paul-
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Table 3.1: Machine Readable CSP
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[ Typeset CSP | ASCI| CSP
STOP STOP

XIP SKI P

e — P e ->P

cle —» P clx -> P
cly — P c?y -> P

P A|B] @ PIAIB Q
Pl e Pl Q
PnaQ P17l Q
rPoQ PI] Q

0.4 P(7) [] i:A@P(i)
P\ A P\ A
Pa(i=n)> Q if i ==n then P else Q

son 1991].) It takes anetwork of CSP programs as input, in the machine-readable syn-
tax of Scattergood [ Scattergood 1992]. FDR isused to compile the network into aset of
individual normal form transition systems — one for each process. These are then used
for performing the local checks required to guarantee adherence to the various design
paradigms and prove deadl ock-freedom. In thisway networkswith very large numbers
of states may rapidly be proven deadlock-free.

The main difference between machine readable CSP and the algebraic formis that,
in the former, the type of communication channels has to be explicitly defined using
apragna statement. The representation of various CSP operators in ASCII format is
given intable 3.1.

Comment lines beginning with - - + are used to specify to Deadlock Checker exactly
which processes constitute the network to be analysed. Thereis no need to define the
alphabets of these processes as the compiler calculates them automatically (as being
exactly those events that each process may ever perform). However, there are circum-
stances where one might wish explicitly to define the process a phabets, and thisfeature
could beincluded in afuture version of the program. Dijkstra's classic Dining Philoso-
phers network may be defined as follows.

--- CSP process definitions

PHI LNAMES = {0, 1, 2, 3, 4}

FORKNAMES = {0, 1, 2, 3, 4}

pragma channel eats: PH LNAVES

pragma channel takes, drops: PH LNAMES. FORKNAMVES

PH L(i) = takes.i.i
drops.i.((i-1)%) -> drops.i.i

FORK(i )

takes.i.i

-> takes.i.((i-1)%)

-> eats.i ->
-> PHIL(i)

-> drops.i.i -> FORK(i) []
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takes. ((i +1)%).i -> drops. ((i+1)%).i -> FORK(i)
--- Define network for Deadl ock Checker
--+ PH L(O),PH L(1),PH L(2),PHI L(3), PHI L(4)
--+ FORK(0), FORK( 1), FORK(2), FORK(3), FORK(4)

Thisfile, which is called phi | s. csp is processed by Deadlock Checker into afile
phi | s. net containing a set of normalised transition systems - one for each processin
the network, by starting up the program and typing the following command.

compile” phils.csp” ” phils.net” ;

Figure 3.4 illustrates the normal form transition systems for the Dining Philosophers
network.

The interactive analysis may now proceed. First we must type a command to put
Deadlock Checker into interactive mode.

teletype ();
Vel conme to Deadl ock Checker
Conmand (h for help, q to quit):

Typing h summons the following menu of commands.

h - hel p: display this nmenu

| <file> - load network file

n - display list of networks in menory

s <nane> - select network

c - display currently sel ected network

p - display list of processes in current network
d - deconpose network anal ysis

% - check for acyclic deadl ock freedom

(SDD al gorithm

X - check for acyclic deadl ock freedom
(CSDD al gorithm
0 - check for deadl ock in cyclic-po network
w - check for deadl ock in client-server network
a - check for resource allocation protoco
r - restrict network to its vocabul ary
t - test for livel ock-freedom (Roscoe’s rule)

We load the compiled network definition as follows.

Command (h for help, g to quit):I philsnet
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Figure 3.4: Normal Form Transition Systems for Dining Philosophers
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Then weinstruct Deadlock Checker to check for adherence to the Resource Allocation
Protocaol.

Command (h for help, g to quit):a
Net wor k phils.net is busy

Network phils.net is triple-disjoint
Process FORK(4) acts as a resource

Process FORK(3) acts as a resource
Process FORK(2) acts as a resource
Process FORK(1) acts as a resource
Process FORK(0) acts as a resource

Process PHIL(4) is not a resource

User process PHI L(4) obeys resource allocation protocol

User process PHI L(3) obeys resource allocation protocol

User process PHI L(2) obeys resource allocation protocol

User process PHI L(1) obeys resource allocation protocol

User process PHI L(0) clains resource FORK(4) still holding FORK(0)

This network is not deadlock-free, and Deadlock Checker revedls the problem. The
techniques used by Deadlock Checker to perform thisanalysis, and the other commands,
will now be explained in detail. Further details are also to be found in [Martin 1995].

3.3 Checking Adherenceto Design Rules

In this section we shall give details of the various algorithms employed by Deadlock
Checker to test adherence to design rules. These algorithms will be illustrated with
examples. We shall also estimate their time complexity as a function of n, where n
is the number of processes in the network, unless otherwise stated.

Checking Network Prerequisites

Recall that our networks must be triple-digoint, meaning that no event may be shared
by more than two processes, and busy, meaning that each process must be deadlock-
free, divergence-free and non-terminating. The property of triple-digointedness can
be established by the following algorithm

1. Assumethat theeventsinthenetwork (P;, . ., P,) arenumbered from 7 to m (we
use the integer keys that FDR assigns to each event during compilation). Set up
two arrays, first and second, with dimension m which areinitialy “undefined”.

2. Scan the dphabet of each process P; in turn. For each event e € o P;, if first(e)
is undefined then set
first(e) := 1
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otherwise if second(e) is undefined then set
second(e) := i

otherwise halt, because event e liesin the alphabet of three processes, and so the
network is not triple-digoint.

If we assume that the average number of events in the alphabet of each process
remains fixed as the number of processes in the network, n, increases then the time
complexity is O(n)

‘Business’ isalso checked in O(n) time, if we assume that the average number of
states of each process remains roughly constant as n increases. We simply check every
state of every process to make surethat it is not labelled as divergent and also does not
have the empty set as aminimal acceptance set.

The prototype version of Deadlock Checker is programmed using only the standard
core of ML. Asthis has no imperative arrays, the program does not achieve the theo-
retical efficiency of certain algorithms that it implements.

Checking Trace and Refusal Specifications

Any information about failures and divergences of a process may be extracted from its

normalised transition system. Specifications on refusal sets are easy to check because

all the required information may be deduced from the list of minimal acceptance sets

stored at each vertex, and each vertex only needs to belooked at once. However atrace

specification could potentially lead to an infinite search if not carefully stated.
Consider the specification

Vsetraces(P). (s|b+4)>2(sla)>s|b

Starting at theinitia state of P we might search through the transition digraph, keeping
arecord of the current trace, and checking every possibletracefor s | aand s | b. This
search might never terminate for a component of a busy network.
There is a much better approach to this problem, as follows. We write our specifi-
cation like this
Vsetraces(P)./, >2(sla)—s|lb>0

Then we define an incremental trace function f asfollows

(s)—1 if z=0b
(s) otherwise

f(s)+2 if z=a
{7
f

It isclear that
f(s)=2(sla)—slb
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We start an exhaustive search through the transition system for pairs of the form
(o,v), where o is astate and v is a possible value of f(s) at that state. The search
terminates either when there are no new such pairs to be found, or if we find apair for
which = (4 > v > 0).

There are two reasons why this approach is better. Firstly we have defined our vari-
ant function, f, in an incremental way, which means that we do not need to store any
information about traces. Thevalueof f(s) at each point in the search can be calculated
purely from the information stored at the previous point. Secondly we have converted
an endless search into one that is guaranteed to terminate, due to the bounds placed on
therange of f.

Thistechnique can be extended to a network of two processes (P, @), and a speci-
fication on network states (s, (Xp, X¢)). Weassumethat the specification is expressed
as apredicate

PRED(fI (S)a . '7fn(3)7 XP7 XQ)

involving a number of incremental trace functions f; and maximal refusal sets Xp and
Xgof Pand Q.

Two sets of records are maintained: pending and done. Each record is of the form
(op,0Q,1,-.,v,), Where (op,0¢) isapair of normal form states in which P and @
may simultaneously rest, and each v; is the value of f;(s) for a corresponding trace s.
The agorithm proceeds as follows.

1. Initidlly pending consists of asingle record corresponding to the original state of
the system, and done is empty.

done := {}

2. Take anew record from pending to be processed.

r = (op,0q,vs,.., V) € pending
pending := pending— {r}

3. Now check whether record r satisfies the specification. Suppose that o p has a
set A of minimal acceptance setsand o hasaset B of minimal acceptance sets.

If3a:Ab:B. —PRED(vy,..,v,,aP — a,a@ — b) then halt. (The specifi-
cation is not satisfied). Otherwise

done := doneu {r}

4. Now construct the set new of successor records of r, by considering every tran-
sition that is possible for PAR(( P, @))) from state pair (op, 0g). Assumethat r
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corresponds to some trace s of PAR({ P, @)). Then
(05,00 f1 (s (2)), -, Jn(s7(2)))]

r€aP—-aQAop > o
(op, 0, f1(s”(2)),- - [u(s7(2)))]
z€a@Q —aPANog—= oy

{ (05, 0 f1(s™ (), - (s (2)))] }

z€aPNaQNop = opNog = 0oy

new = U

Although we have not stored any record of avalue of s that correspondsto r, itis
not actually required in order to perform this calculation due to the incremental
method of defining the various trace functions.

5. Now we eliminate records from new that have already been processed and merge
the remainder into pending.

pending := pending U (new — done)

6. If pending = {} then halt. (The specification is satisfied.) Otherwise return to
step 2.

This agorithm is not certain to terminate for every given set of incremental trace
functions f; and predicate PRED. But if there is afinite range of values for each f; out-
side which satisfaction of PRED is impossible then termination is guaranteed for any
network (P, Q).

The following example is included in order to illustrate this technique. Consider
the network V' = (LEFT, RIGHT) with the following process definitions.

LEFT = in— mid— LEFT
aLEFT = {inmid}

RIGHT = mid — out — RIGHT
aRIGHT = {mid,out}

Suppose we wish to prove that the following trace specification is satisfied by PAR( V).
2>s|lin—s|out>0

V isan abstract representation of adouble buffer, which inputsinformation on channel

in and outputs it on channel out. The specification simply states that the number of

messages held in the buffer at any given time lies between nought and two inclusive.
We proceed by defining an incremental trace function f asfollows

Q) =0
f(s)+1 if z=in
f(s"(z)) = {f(s)—] if == out
f

(s) otherwise
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Itisclear that
f(s)=slin—s | out

In this case our predicate function PRED is given by
PRED(f(s)) = (2 = f(s) 2 0)

Normal form state transition systems for the network V' are shown in figure 3.5. We
now proceed to form an exhaustive set of records of the form

(oLerT, ORIGHT, Val)

consisting of a state of process LEFT, a corresponding state of process RIGHT and a
possible value for f(s) when the processes are in those states.

Figure 3.5: Normal Form Transition Systems for Two-Place Buffer

LEFT RIGHT
Sate 0 Sate 0
Acceptance set: {in} Acceptance set: {mid}
in mid mid out
Sate 1 Sate 1l
Acceptance set: {mid} Acceptance set: {out }

The search proceeds as follows. First we have
pending = {(0,0,0)}, done={}
Check (0, 0, 0); possible transition isin; leads to record: (1, 0, 1). Now we have
pending = {(7,0,1)}, done={(0,0,0)}
Check (1, 0, 1); possible transition ismid; leads to record: (0, 1, 7). Now we have
pending = {(0,1,1)}, done={(0,0,0),(1,0,1)}

Check (0, 1, 1); possible transitions are in, out; lead to records. (1, 1, 2), (0,0, 0).
Now we have

pending = {(7,1,2)}, done={(0,0,0),(1,0,1),(0,1,1)}
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Check (1, 1, 2); possible transition is out; leads to record: (1, 0, 7). Now we have
pending = {}, done={(0,0,0),(1,0,1),(0,1,1),(1,1,2)}

The search isnow complete. Every record that was found satisfies the original specifi-
cation, and we shall conclude that it is satisfied by PAR( V). Thisisrather abold claim
given that the set of traces of PAR( V) isinfinite and we have only examined four cases.
But it may be justified by using induction on traces, as follows.

Every trace s of PAR( V') corresponds to a unique pair of normal-form states

(ULEFTa URIGHT)

These are found by constructing the unique walk in the normal-form transition system
of LEFT with labels s [ aLEFT, and the unique walk in the normal-form transition
system of RIGHT with labels s [ «RIGHT. We shall call this state pair

(ULEFT(S)a URIGHT(5>)

Now suppose that for a certain trace ¢, we know that record

(oerr(t), oriout(t), f(1))

lies in set done, constructed above. Now consider atrace ¢t (z) of V. This corre-
sponds to a state pair

(oLerr(t™ (), orHr(t™ (z)))
which must be reachable from (o g, orert) by One or both of the processes perform-
ing event z. It follows that record

(oLert(t7 (), orent(t™(2)), (17 (2)))

must also liein set done, due to the incremental way in which this set was constructed.
We actually know that

(oLerr(()): orent(()), f({))) = (0,0, 0) € done

because this is the record that was used to start the search. Hence, by induction, every
trace s of V' isrepresented in done by arecord of the form

(oLert(s), orHT(s), f(s))

So we conclude that the original specification is satisfied by all traces of PAR( V).

Although this proof technique is tedious for humansit is very easy to automate on
a computer. It would be feasible to extend the technique to networks of more than
two processes, but due to the exponential state explosion as networks grow larger, this
would have limited potential in practice.

Note that, for individual processes, it is often feasible to perform this kind of spec-
ification check using FDR directly. In order to prove that a process P satisfies some
specification one constructs aprocess S that isthe worst possible process that satisfies
the specification and then showsthat P 1 S. However specifications of networks of
two processes which involve the refusal sets of individual processes, such astheformal
statement of conflict-freedom, cannot be checked directly using FDR.
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Resour ce Allocation Protocol

Deadlock Checker includes a check for adherence to the Extended Resource Alloca-
tion Protocol. This depends on the processes which constitute the network being pre-
sented in a particular order. The network is assumed to consist of a sequence of user
processes (U;, .. Uy ) followed by an ordered sequence of resource processes (R; . .
Ry). Observe that in the example of the Dining Philosophers network (page 67) the
processes are presented in the following order (which conforms to this requirement)

-+ PHIL(0), PH L(1), PH L(2), PHI L(3), PHI L(4)
.-+ FORK(0), FORK( 1), FORK( 2) , FORK(3) , FORK( 4)

The analysis proceeds in two stages. The first stage is to start from the end of the
list and work backwards to see how many processes behave as resources.

Checking that a process P behaves as aresource relies on the fact that the normal-
form transition system of aresource process has avery specific form. Consider agen-
eral resource process

R :szj C;, = T; — R

The normal-form transition system for this process is shown in figure 3.6. It has an
initial state representing the situation where the resource has not been ‘claimed’, plus
one state for each claim channel ¢;, representing the state of having been claimed on
that channel.

Figure 3.6: Norma Form Transition System for General Resource Process

Sate 0
Acceptance et

Cp Gy o ck}

Sate 1 State 2 Sate k
Acceptance Set: Acceptance Set: eoe Acceptance Set:
{r} {1} {r}

To establish whether agiven process P isof thisform involvesfirstly attempting to
split its alphabet into aset of claim-release pairs{(c;, 1), . .(¢ck, %) }. Theinitia state
of P should have asingle minimal acceptance set {¢;, .., ¢} equa to the set of initial
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events of P. Then for each ¢; there should be a transition to a state .S; with asingle
minimal acceptance set {r;} and asingle transition back to theinitial state of P. Each
of the r; must be distinct and different from al the c;.

If this splitting of « P proves successful, it must then be checked that each of the
clam-release pairs consists of events from the alphabet of a process before P in the
network list. Also no two event pairs should match the same process. If thisisso P
is taken to be avalid resource process. At the sametime alist of claim-release pairs,
cr_list(U), is constructed for each user process U, consisting of records of the form
((e,r),n), where(c, r)isaclam-release pair and n isaresource number (taken asthe
numeric order of the resource in the network). (Note that we have relaxed the condition
that each resource needs to makeitself available to every user process. A resource may
be private to a particular subset of users.)

Performing this check on the normal-form transition system for process FORK( /)
(see figure 3.4) results in splitting up its alphabet into two pairs

{(takes.4.4,drops.4 .4 ), (takes.0.4,drops.0.4)}
It isthen found that

{takes.4.4,drops.4.4} C aPHIL(4)
{takes.0.4,drops.0.4} C «PHIL(0)

Soitis concluded that FORK(4 ) is aresource.

As soon as a process is discovered which does not behave as aresource it is taken
to be auser process, aong with al the processes which precede it in the network order-
ing. In the case of the Dining Philosophers, the first non-resource process discovered
is PHIL(4). Each user process must then be checked for adherence to the Extended
Resource Allocation protocol. This protocol was defined formally using failures speci-
fications on page 58. We need to check that each user process U communicates with its
resources in alternating sequence on each (¢, r) pair incr_list( U). Alsothat it attempts
only to claim resources ordered below those that it already holds, and never attempts to
communicate with another user while holding a resource. Thisis achieved by casting
the specification in terms of incremental trace functions and then using the technique
described on page 71, asfollows.

Let

crlist(U) = (((¢g,71), 1), - - (s T8), 1))
Then, foreachi € {1,.., k} define
fils)=sleci—slm

Incrementally, thisiswritten

Q) =0
Ls)+1 if z=g¢
fi(s(z)) = { fi(s)—1 if z=mn

f:(s) otherwise
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Function f;(s) should take the value 7 whenever user U is holding resource n; and oth-
erwisetakethevalue 0. Inthiscase, rather than examining the minimal acceptance sets
of U after trace s, weneed to look at itsinitial events /. These are available asthetran-
sition events that are possible from the normal form state of U that corresponds to s.
We define

Vi {1, kR(1 > f(s) > 0)A

PRED(f;(s), .., fi(s), I) = (Vici € [ => n; < my)A
( (fj(s)zl = ( (VU # UINal' ={}) )) )

If this specification check succeeds for each user process then the deadlock analysis
is reduced to the subnetwork ( Uy, .. Uys) which must be analysed by other means. It
may well be that the user processes have digoint aphabets, in which case no further
analysisisrequired.

It is important to note a minor flaw in the part of the algorithm which identifies
resource processes. It is possible that a network could contain one or more processes
which are intended to be treated as users, but which never actually use any resources
and appear to behave like resources themselves. These could beidentified assuchinthe
searching process described above, which could then lead to avalid deadl ock-free net-
work being regjected. Thisis very unlikely to occur in practice. The problem could be
avoided by modifying Deadlock Checker to insist that resource processes be explicitly
labelled as such, but asthiswould cause unnecessary inconvenience inthe vast majority
of casesit has not been done.

Complexity

We shall continue to assume that as the number of processesin anetwork, n, increases,
the number of states and events of each process remains approximately fixed. This
means that the time taken to perform any local analysis of an individual process, or
pairs of neighbouring processes, can be assumed to be independent of the size of the
network.

Let us consider the algorithm for checking the Resource Allocation Protocol. We
assume that the proportion of user processes to resource processes remains fixed as n
grows. Starting at the end of the network list, the claim-release channels pairs for each
resource process discovered need to be matched with the alphabet of a process which
precedes it. Each matching operation can be done in constant time by making use of
the two arraysfirst and second, indexed by eventsin o V', which were set up in order to
verify triple-digointedness (page 70). So the entire matching processis O(n). All the
other checking performed islocal to aprocess, and so O(n) for the network asawhole
(by the above assumptions). This gives us an overall complexity of O(n).
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Cyclic Processes

To analyse a network purporting to be cyclic-PO, we need to check that each process
communicates cyclically onits channels according to some partial order, for which we
construct the Hasse digraph. This is the minimal representation of a partial order; it
has a vertex for each element of the partial order and an arc zy whenever element y is
directly below z, i.e.

x>y N Azzx>z>y

Then, in order to prove deadlock-freedom, we must show that the union of the Hasse
digraphs, which we call the channel dependence digraph, contains no circuit.

Recall that we formally defined the cyclic-po process CYCLIC-PO(X, >), which
communicates on the set of channels X, partially ordered by >, asfollows.

CYCLIC-PO(X,>) = C2(X,{},>)
C2(X,DONE,>) = C2(X,{},>)
<DONE = X >
O,.mins( X -DONE,>) T — C2(X,DONEU {z},>)

Where mins( Y, >) is defined as the minimal elements of subset Y of X, given by
mns(Y,>)={ye Y| Aze Y. y>z}

It can be shown that this definition is unchanged when (X, >) is replaced with its
Hasse digraph.

For verifying that a process P is cyclic and extracting its Hasse channel ordering
a two pass agorithm is employed as follows. The first pass tries to extract a Hasse
digraph on the assumption that the process isindeed cyclic. In each state s of the nor-
mal form transition system of P welook at every transition (e, s') that does not take us
back to the the initial state of P. If an event ¢’ is possible in state s’ that was not pos-
siblein state s we assume that ¢’ > e. When this first stage is complete we will have
constructed arelation > on the channelsof P. If P iscyclic-PO thiswill actually be the
Hasse digraph of its channel ordering. This is because whenever a cyclic-PO process
performs an event e and then immediately becomes ready to perform event ¢’, without
having completed a cycle, ¢’ must be directly above e in the channel ordering. If P is
not cyclic-po the relation that we have constructed will be meaningless.

If the > relation containsacycle ¢c; > .. > ¢, > ¢; wecan eiminate P straight
away. Otherwise we must now check whether the behaviour of P adheres exactly to
CYCLIC-PO(a P, >). This relies on the normal-form transition system of the latter
having a very specific form. Each state corresponds to the process C2(a P, DONE, >)
for a particular set of events DONE. We perform the check using a depth-first search
(see appendix B) starting fromtheinitial state of P. For each state of P that wevisit we
maintain arecord of the events that have been performed to arrive there, and call this
set DONE. We then check that the immediate behaviour at each state, as given by its



80 CHAPTER 3. A TOOL FOR PROVING DEADL OCK-FREEDOM

acceptance sets and transition events, conforms to that of C2(X, DONE, >). We aso
check that DONE is consistent when a state is visited more than once. Whenever the
initial stateis revisited, DONE should be equal to o P. This second pass can only suc-
ceed if P iscyclic-PO with ordering >.

If every processin the network isfound to be cyclic-PO, the Hasse digraphs of their
channel orderings are aggregated into a global channel dependence digraph. We know
from theorem 7, page 40, that the network is deadlock-free if, and only if, there is no
circuit inthe > relation

ci>cal> .. D>y By

Now > is the union of the full channel orderings of each process in the network and
so the channel dependency digraph is a subset of . However it is a subset which car-
ries al the vital information and it may easily be shown that the channel dependency
digraph contains acircuit if, and only if, > containsacycle. It follows that the network
is deadlock-free if, and only if, there is no circuit in the channel dependency digraph.
Thisis checked using the DFS algorithm.

To demonstrate the use of thistool werecall thetoroidal cellular array. Thisiscoded
in machine-readable CSP as follows.

n=4
i ndices = {0,1, 2, 3}
pragma channel e:indices.indices.{left,up,right,down}

CELL(i,j) = if ((i+)%®==0) then LEFT(i,j) else R GHT(i,j)

LEFT(i,j) = e i.j.left ->e. ((i-1)%).j.right -> UP(i,j) []
e.((i-1)%).j.right ->e.i.j.left -> UP(i,j)
UP(i,j) =ei.j.up->e.i.((j-1)%).down -> RIGHT(i,j) []
e.i.((j-)%).down -> e.i.j.up -> RIGHT(i,]j)
RIGHT(i,j) =e.i.j.right ->e. ((i+1)%).j.left -> DOMN(i,j) []
e.((i+*1)w).j.left ->e.i.j.right -> DOW(i,j)
DOMN(i,j) = e.i.j.down -> e.i.((j+1)%).up -> LEFT(i,j) []
e.i.((j+¥1)mm).up -> e.i.j.down -> LEFT(i,j)

--+ CELL(0, 0), CELL(1, 0), CELL(2, 0), CELL(3, 0)
- -+ CELL(0, 1), CELL(1, 1), CELL(2, 1), CELL(3, 1)
--+ CELL(0, 2), CELL(1, 2), CELL(2, 2), CELL(3, 2)
--+ CELL(O0, 3), CELL(1, 3), CELL(2, 3), CELL(3, 3)

Each processiscyclic and communicates with each of its neighboursin turn. (Note that
theinterleaving construct has been algebraically transformed into external choice. This
isdueto asyntax restriction placed on CSP by FDR 1.4.) Deadlock should be avoided
because alternate cells commence with different orientations. The Hasse digraph and
normal-form state transition systemfor process CELL(0, 0) areillustrated infigure 3.7.
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Figure 3.7: Hasse Digraph and Normal Form Transition System for CELL(0, 0)
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Weload the compiled network definitions, and check for adherence to the cyclic-PO
protocol.

Command (h for help, q to quit):Itorus.net
Command (h for help, qto quit):o

For each process in the network areport like this oneis returned

Process CELL(0,0) is cyclic-po:

(e.0.0.up >e.3.0.right), (e.0.3.down > e.3.0.right),
(e.0.0.up > e.0.0.left ), (e.0.3.dowmn > e.0.0.left ),
(e.0.0.right >e.0.3.down ), (e.l.0.left > e.0.3.down ),
(e.0.0.right >e.0.0.up ), (e.1.0.left >e.0.0.up ),
(e.0.0.dowmn > e.1.0.left ), (e.0.1.up >e. 1.0.left ),
(e.0.0.down > e.0.0.right), (e.0.21.up > e.0.0.right)

The program then checks for circuits in the channel dependency digraph, and finding
none reports

Network torus.net is deadl ock-free

If we change the dimensions of the toroidal array to 5 x 5, it turns out that the
network will deadlock, asisreveaed by Deadlock Checker in the following way.

Found cl osed trail of dependent channels:
<e.4.4.right,e.4.4.up,e.4.3.right,e.0.4.up,e.4.4.right>
Net wor k t orus5. net deadl ocks

When deadlock has been identified the reason behind it is always reported.

The agorithm for checking cyclic-PO networks involves local checking of each
process to establish its channel ordering, whichis O(n), plusacheck for circuitsin the
channel dependence digraph. We can assume that the number of edges in this graph
grows proportionally to n by taking the number of edges in the Hasse digraph of each
process to be independent of n. Checking for circuits can be performed in linear time
with the DFS algorithm. So the cyclic-PO network check can be done with O(») com-
plexity.

Client-Server Protocol

Deadlock Checker contains atool for verifying that a network has been implemented
according to the basic client-server protocol (described on page 45). There are two
phases to the method employed. Firstly the program attempts to identify the client and
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server channels bundles of each processin the network. For thisto befeasible, the order
inwhich the processes are supplied in the network issignificant. A process should com-
municate with those before it as a server and those after it asaclient. Thiswould guar-
antee that the client-server digraph would be free of circuits. Secondly the program
checks for conformance to the basic CSP specifications using the channel bundles that
have just been calculated.

The first part of the algorithm, that which calculates the channel bundies of each
process, has limitations. It will not succeed in correctly identifying client and server
channel bundles for certain valid basic client-server networks. There are two possi-
ble reasons for this. Thefirst isthat it is assumed that there is no polling on client or
server channels. (By polling we mean a process communicating on a channel when
in an unstable state, for instance if it is waiting for some concealed time-out event.)
The second, which isless important, isonly likely to arise due to acoding error and is
described below.

However the method for verifying that a process with given client and server chan-
nel bundles obeysthe basic protocol is precise, and will work for any basic client-server
network. Itisasimple application of the specification checking technique described on
page 71.

To assist with explaining this algorithm, we shall consider its application to thesim-
ple process farm described in chapter 2. The machine readable description of this net-
work is asfollows.

iset ={0,1,2, 3,4}

jset ={0,1,2}

pragnma channel a,b: iset.]set
pragma channel c,d: iset

WORKER(i,j) = a.i.j -> b.i.j -> WORKER(i,|)
FOREMAN(i) =[] j:jset @(a.i.j ->c.i ->
d.i ->b.i.j -> FOREMAN(i))

FARVER = [] i:iset @(c.i -> d.i -> FARMER)

--+ WORKER( 0, 0), WORKER( 0, 1) , WORKER( 0, 2),

--+ WORKER( 1, 0), WORKER( 1, 1) , WORKER( 1, 2),

- -+ WORKER( 2, 0), WORKER( 2, 1) , WORKER( 2, 2),

- -+ WORKER( 3, 0) , WORKER( 3, 1) , WORKER( 3, 2),

- -+ WORKER( 4, 0) , WORKER( 4, 1) , WORKER( 4, 2),

- -+ FOREMAN(0), FOREMAN( 1) , FOREMAN( 2) , FOREMAN( 3) , FOREMAN( 4)
--+ FARMER

Thenormal formtransition system for process FOREMAN( 0) isillustrated in figure
3.8.

In order to try to establish the client and server bundles of anetwork the following
steps are performed
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Figure 3.8: Normal Form Transition System for FOREMAN(0)
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1. For each process P in the network list, the set of channels which it uses to com-
municate with predecessorsin the list is compiled: B(P). Thisshould represent
the union of channelsin P’s server bundles, which must be digoint, i.e. thereis
no channel shared by two server bundles.

For process FOREMAN(0) we find that

B(FOREMAN(0)) = {a.0.0,5.0.0,a.0.1,b.0.1,a.0.2,b.0.2}

2. For each process P, we start at itsinitial state and perform a depth-first search
until we find a state S where P can accept communication on a server channel,
i.e. thereisaminima acceptance set A which intersects with B(P). By rule
(b) of the basic client-server definition, AN B(P) should consist of al the server
requisition and drip channels of P. (Thisassumesthat thereisno communication
by polling, in which case aserver requisition or drip might have already occurred
without having appeared in a minimal acceptance set.)

Process FOREMAN( 0) accepts communication on server channels while in its
initial state, where it has aminimal acceptance set A = {a.0.0,a.0.1,a.0.2}.

3. For each channel ¢ in AN B(P) wetake the corresponding transition from state
S to a new state S’'. We then construct a server bundle from ¢ by performing
aDFS, rooted at S’, to find a successor state where P has a transition on some
server channel ¢'. If ¢’ liesin ANB(P), i.eitisarequisition or adrip, then ¢ must
be adrip, otherwise (¢, ¢') isarequisition-acknowledge bundle. If, however, the
DFS terminates without finding another communication on a server channel it
means that the process might never be able to communicate on a server channel
again after performing event ¢. In this case we take ¢ to be adrip channel. It
Is theoretically possible that thisis incorrect and that ¢ is actually arequisition
channel, but in practice thisis most likely to be a coding error in process P.

Applying this step to FOREMAN( 0) involves performing DFS searches rooted
at states 1, 2, and 3 to find the next state where a server event may be performed.
In each case a new server event is discovered (in states 7, 8 and 9 respectively)
which results in the construction of three requisition-acknowledge bundles for
the process, asfollows:

servers(FOREMAN(0)) = {{a.0.0,4.0.0), (a.0.1,b.0.1), (a.0.2, b.0.2)}

4. Having calculated the server channel bundles of aprocess P, we must check that
they are digjoint, and that their union is B(P). Both these properties are clearly
satisfied for FOREMAN(0).
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5. The next step is to assign each server bundle of P to another process as a client
bundle. Thisis done by checking that the channels which form each server bun-
dle belong to the alphabet of some preceding process in the list. If there is any
server bundle which cannot be matched in thisway then something iswrong with
the network being checked. Thethree server bundles of FOREMAN(0) are alo-
cated asclient bundlesto WORKER(0, 0), WORKER(0, 1) and WORKER(0, 2)
respectively.

If each stage has been successful, then we shall have calculated a set of client and server
bundles for each process, which can now be checked against the basic protocol. How-
ever itispossiblethat this procedure might havefailed evenif the processes werevalid,
for the two reasons given above. It isimportant to make clear that this limitation could
never result in Deadlock Checker passing a network as being deadlock-free when it
actually deadlocks. Therestriction could easily be overcome by requiring the client and
server bundles to be explicitly defined in the original CSP network script, although this
would be inconvenient to the user. Perhaps both options should be offered in afuture
version of Deadlock Checker. (However the more general SDD agorithm, which will
be described below, can correctly identify deadl ock-freedom for any basic client-server
network, regardless of the order in which the processes are supplied.)

The second phase, which is checking that each process obeys the basic client-server
protocol, is a straightforward application of the CSP specification checking technique
described on page 71, using the formal definition of the rules of the basic client-server
protocol, recast in terms of incremental trace functions.

To demonstrate the tool in action again, here is the analysis of the simple process
farm.

Command (h for help, q to quit):Ifarmnet
Conmand (h for help, q to quit):w

For each process in the network areport of the following form is returned

Process FOREMAN(O) obeys client-server protocol:
clients(FOREMAN(O)) = {<c.0,d.0>}
servers(FOREMAN(O)) = {<a.0.0,b.0.0> <a.0.1,b.0.1> <a.0.2,b.0.2>}

Aseach process satisfies the protocol the program concludes that the network will never
deadl ock.

Network farm net is deadl ock-free

We shall now estimate the complexity of the algorithm for checking adherence to
the basic client-server protocol with the usual assumptions about the number of states
and events of each process. Calculating the set of server channels, B(P;), for each
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process P;, can be done in constant time, by making use of arrays first and second that
were set up in the course of testing for triple-digjointedness (page 70). Oncethis set has
been separated into server bundlesfor P;, by local analysis, these may each be matched
up with a preceding process in the network in the same manner. The act of checking
each process for conformance to the protocol, is again purely local to each process and
s0 O(n). Hence the overall complexity is O(n).

Networ k Decomposition

Deadlock Checker implements the method for factorising deadlock analysis of Brookes
and Roscoe (theorem 6, page 32). Thisinvolves finding al the disconnecting edges of
the network communication graph. Any such edge that is shown to be conflict-free may
be removed. Deadlock analysis is then reduced to checking that each of the remain-
ing network fragments (essential components) is deadlock-free. First we need to con-
struct the communication graph for the network, and calculate its vocabulary A. This
is straightforward given the alphabet of each process, which is calculated at the com-
pilation stage.

Finding the disconnecting edges of the graph can be done in linear time, using a
variant of the DFS algorithm. Thisis described in appendix B. It isthen required to
check that the pair of processes (P, @)) which constitutes each disconnecting edge is
conflict-free. Thisisdone by checking that for every state o of the subnetwork (P, Q)
the following condition holds.

(P23 eQ A Q25 eP)

The specification checking technique described on page 71 is applied here. Any dis-
connecting edge which is found to be conflict-free is removed from the communica-
tion graph. When this phase is finished the DFS agorithm is employed once again to
assemble the residual components.

The subnetwork that each essential component represents is then assigned a name,
and placed on a‘stack’ of networks. It may then be analysed by other methods. Dead-
lock Checker maintains a tree-structure on this stack for hierarchical proofs. So, if and
when deadl ock-freedom has been established for each essential component, the original
network will be reported as being deadl ock-free.

Thefollowing example demonstrates the construction of a hierarchical proof using
Deadlock Checker. Consider the Telephoning, Arm-Wrestling, Dining Philosophers.
Thisisasystem constructed from two tables of arm-wrestling philosophers, with atele-
phone link added between the two most senior philosophers. The CSP code is as fol-
lows

PH LNAMES= {0, 1, 2, 3, 4}
FORKNAMES = {0, 1, 2, 3, 4}
TABLENAMES = {A, B}
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pragma channel eats: TABLENAMES. PH LNAMVES

pragma channel takes, drops: TABLENAVES. PH LNAMVES. FORKNAMES
pragma channel w estl es: TABLENAVES. PH LNAMES. PHI LNAMES
pragma channel phone

-- Juni or phil osopher: may chall enge any of his seniors to an
-- armwestling contest, between neals. He is |eft handed for
-- adherence to Resource Allocation Protocol.

JPHI L(x) = takes.x.0.4 -> takes.x.0.0 -> eats.x.0 ->
drops.x.0.0 -> drops.x.0.4 -> JPH L(x) |7
(171 J:{i | ] < PHLNAMES, 0<j} @westles.x.0.j ->
JPHI L(x) )

-- I nternediate philosopher: may chall enge any of his seniors to
-- an armwestling contest or accept a challenge froma junior,
-- between neal s.

PH L(i,x) = ( takes.x.i.i -> takes.x.i.((i-1)%) -> eats.x.i ->
drops. x.i.((i-1)%) -> drops.x.i.i -> PHL(i,x) |7]
CI71 j:{j | ] < PHLNAMES, i<j} @westles.x.i.j ->
PHIL(i,x) ) ) []
([] i:{i | J < PHLNAMES, j<i} @westles.x.j.i ->
PH L(i,x) )

-- Seni or phil osopher: accepts armwestling challenges fromhis
-- juniors between neals; may al so tel ephone senior phil osopher
-- on other table or accept a call from him between neal s.

SPHI L(x) = ( takes.x.4.4 -> takes.x.4.3 -> eats.x.4 ->
drops.x.4.3 -> drops.x. 4.4 -> SPH L(x) ) []
phone -> SPHI L(x) []
( [T §:{j | ] < PHLNAMES, j<4} @westles.x.j.4 ->
SPHI L(x) )

FORK(i,x) = takes.x.i.i ->drops.x.i.i -> FORK(i,x) []
takes. x. ((i+1)9%).i -> drops.x. ((i+1)%).i -> FORK(i, x)

-~ 4+ JPH L(A), PH L(1, A, PHIL(2, A), PHI L(3, A), SPH L(A)
-+ JPHI L(B), PHI L(1, B), PHI L(2, B), PHI L(3, B), SPHI L(B)
- -+ FORK(0, A), FORK(1, A), FORK( 2, A), FORK( 3, A) , FORK( 4, A)
- -+ FORK(0, B), FORK( 1, B), FORK( 2, B), FORK( 3, B) , FORK( 4, B)

Thefirst stage of proving this network deadlock-free is to separate it into essential
components (which in this case are the two tables of philosophers and forks).

Conmand (h for help, g to quit): | armphonephils.net
Conmand (h for help, qto quit):d
Net wor k ar nphonephil s.net is triple-disjoint
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Net wor k ar nphonephi | s. net is busy

SPHIL(A) and SPHI L(B) are conflict-free wt vocab

Deadl ock anal ysi s reduced to:

<JPH L(A), PHL(1,A), PHL(2,A, PHL(3, A, SPHL(A,
FORK(0,A), FORK(1,A), FORK(2,A), FORK(3,A), FORK(4,A) >

<JPHIL(B), PHIL(1,B), PHL(2,B), PHIL(3,B), SPH L(B),
FORK(0, B), FORK(1,B), FORK(2,B), FORK(3,B), FORK(4,B)>

The two new subnetworks will have now been added to the stack. One of theseis
selected and then analysed first as a user resource network, and then as a client-server
network once its resources have been stripped away.

Command (h for help, q to quit): n(list networks)

ar nphonephi | s. net (unresol ved)

armphonephi I s. net_0 (unresol ved) essential component
armphonephi I s. net_1 (unresol ved) essential component
Command (h for help, g to quit): sarmphonephils.net_0
Conmand (h for help, q to quit):a

Net wor k ar nphonephil s. net_0 i s busy

Net wor k ar nphonephils.net_0 is triple-disjoint
Process FORK(4,A) acts as a resource

Process SPHIL(A) is not a resource
User process SPHI L(A) obeys resource allocation protocol

Deadl ock anal ysi s reduces to:
<JPHIL(A), PHIL(1,A), PHL(2,A), PHL(3, A, SPH L(A)>

Conmand (h for help, q to quit):n
ar nphonephi | s. net (unresol ved)
ar nphonephi | s. net _0 (unresol ved)
ar nphonephi | s. net _1 (unresol ved)
ar nphonephi | s. net _0_3 (unresol ved) resources stripped
Command (h for help, g to quit): c(display current network)
ar nphonephi |l s. net_0_3
Conmmand (h for help, q to quit):w
Net wor k ar nphonephils.net_0_3 is busy
Net wor k ar nphonephils.net_0 3 is triple-disjoint
Process JPH L(A) obeys client-server protocol
clients(JPH L(A)) =
{<wrestles.A 0.4> <westles.A 0.3>,

<wrestles.A 0.2> <westles.A 0.1}
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servers(JPHI L(A)) = {}

Net wor k ar nphonephils.net 0 3 is deadl ock-free
Net wor k ar nphonephils.net _0 is deadl ock_free

To complete the deadlock analysis the other essential component is analysed in the
same manner

Command (h for help, g to quit): sarmphonephils.net_1
Conmand (h for help, g to quit):a

Conmand (h for help, q to quit):w

Net wor k ar nphonephils.net _1 4 is deadl ock-free
Net wor k ar nphonephils.net _1 is deadl ock_free
Net wor k ar nphonephi |l s. net is deadl ock _free

The proof of deadlock-freedom for the network of Telephoning, Arm-wrestling,
Dining Philosophers has now been completed.

The agorithm for network decomposition requires the construction of the network
communication graph and vocabulary. Using the following algorithm, it is possible to
do this with complexity O(nlog(n)).

1. Start with thetwo arrays, first and second, that were constructed in order to estab-
lish triple digointedness. Scan the two arrays to construct the list of pairs of the
form (first(e), second(e)) such that both elements of the pair have been defined.
Thislist will contain all the edges of the communication graph, but some of them
may beduplicated. Theset of valuesof e which contributetothislist isthe vocab-
ulary of the network.

2. Purge duplicate pairs from the list by performing a merge-sort (as described in
[Paulson 1991]). Thiswill resultinalist of the edgesin the communication graph.

Thefirst step of thisagorithm has complexity O(n), where n isnow taken asthe num-
ber of edges in the communication graph; the second, which involves performing a
merge-sort, has complexity O(nlog(n)).

To complete the network decomposition, local checks of process pairsremain to be
done, whichis O(n), and also some global graph operations, which can also be donein
O(n) using the DFS. So network decomposition can be done with overall complexity

O(nlog(n)).



3.3. CHECKING ADHERENCE TO DESIGN RULES 91

Restricting a Network to its Vocabulary

Deadlock Checker also has afeature to restrict anetwork to itsvocabulary (only shared
events visible). By lemma 5 (page 32) we know that if a network transformed in this
way is deadlock-free then so must have been the original network. Thisis useful, for
instance, in the case of a network containing a cyclic-PO essential component, where
some of the processes have had extrachannel s added for communication with processes
inother essential components, which are not used according to the cyclic-PO paradigm.

However it is possible for the act of hiding these extra channels to introduce diver-
gence, which renders the resulting network unsuitable for deadlock analysis by our
methods. This only happens when an arbitrarily long sequence of communications on
the external channels is possible.

The technique that we use to restrict a network to its vocabulary comprises the fol-
lowing steps

1. The vocabulary of the network A is calculated (those events which occur in the
alphabet of two processes).

2. For each process P; all eventsin o P— A arehidden. Inthe normal-form transition
system for P thisinvolves relabelling with 7 those transitions labelled with any
of these events and removing acceptance sets which include these events.

3. Theresulting transition system then needsto berenormalised. Thisis performed
using Roscoe’s algorithm as described in section 3.1.

4. The transformed network is placed on Deadlock Checker’s network stack. If it
Is subsequently proven deadlock-free then so must be the original network.

Checking for Livelock-Freedom

Deadlock Checker does not overlook the important property of livelock-freedom. We
implement the proof rule of Roscoe (theorem 5, page 31) which works in many cases.
The order in which the processes are supplied is significant here. The intention is to
establish divergence-freedom after al internal communications have been hidden. To
do this, we need to show that no process can communicate indefinitely with those before
it in the network list, as follows.

1. For each process P; we calculate the subset of its al phabet shared with predeces-
sorsin the process list and call this N;.

2. We then consider the subgraph of the normal-form transition system of P, con-
taining only those arcs labelled with events which liein N;.

3. If thissubgraph contains no circuit then P; cannot communicate indefinitely with
its predecessors in the network list.
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3.4 Towardsa General Purpose Algorithm

The SDD algorithm

The tools described above are useful for proving deadlock-freedom for networks con-
structed according to rigid design rules. But they do not allow for any improvisation by
the creative programmer. The only scope for improvement is the addition of checking
code for extra design rules, as and when required.

Despite these limitations, the design rulesthat are understood by Deadlock Checker
enable the automatic proof of deadlock-freedom for networks of an unprecedented size.

In this section we shall describe the development of an alternative agorithm, which
has no knowledge of design rules, and yet turns out to be able to do much offered by
the above tools, and more besides. A characteristic of deadlock-states of busy, triple-
digoint networks, is that they involve a cycle of ungranted requests (theorem 1, page
29). So if we can prove that a network can never have a cycle of ungranted requests,
then it is deadlock-free. Thisis the fundamenta principle which underlies the proof
technique of variant functions (theorem 2, page 29).

We now present a closely related aternative to variants, the SDD agorithm. This
attempts to prove deadlock-freedom by forming a state-dependence digraph. Thisis
basically a kind of giant wait-for digraph which instead of having just a single vertex
to represent a process has a different vertex for each minimal acceptance set of each
normal-form state.

1. Starting with anetwork of normalised transition systems (P, P, ... Py) weform
the communication graph G, and adigraph, SDD, which isinitially empty.

2. For each edge (P, P') of G weformtheset D(P, P') of al norma-form state
pairs (S, S") that processes P and P’ can bein simultaneously.

3. For each pair (S,.S") ineach D(P, P'), for each minimal acceptance set A of .S
and for each minimal acceptance set A’ of S’, if P hasan ungranted request to P’,
with respect to A —thevocabulary of thenetwork, addarc ((P, S, A), (P', 5", A"))
to digraph SDD. Andif P’ has an ungranted request to P, with respect to A, add
ac((P',S",A"),(P,S,A)).

4. We now have constructed a digraph, SDD. If this is circuit-free the network is
reported as being deadlock-free.

Theorem 10 Abusy, triple-digoint network, which hasa circuit-free state dependence
digraph, is deadlock-free

Proof. Consider a busy, triple-digoint network V' = (P,,..P,). Suppose that V' has
adeadlock state
o= (s,(X1,.. X))
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In this state there is a cycle of ungranted requests
Pi1 %.Pizo’—’l}..Pika—’/}.Pil

Where each process P;, has performed trace s [ «P;,, and isrefusing set X, . Let
this trace and refusal set correspond to state and acceptance set (S, , A;, ) of the normal
form transition system for P;,. As P;, has an ungranted request to P;, _ , in state o, the
analysis of the two processes will produce an arc from vertex (P;,, S;,, A;, ) to vertex
(Piyy 1> Siny,» Asyy ) inthe state dependence digraph. Performing this analysis of each
pair of consecutive processes in the cycle of ungranted requests will result in acircuit
in the state dependence digraph.

So we have shown that if there is adeadlock-state of V, then thereisacircuit inits
state dependence digraph. This completes the proofO

Hereiswhat happens when we apply the SDD algorithm to the Dining Philosophers
network.

Command (h for help, g to quit):Iphilsnet

Command (h for help, qto quit):v

Network phils.net is triple-disjoint

Net wor k phils.net is busy

Found possible cycle of ungranted requests:
FORK(0) ready to do drops.0.0 blocked by PH L(0)

PH L(0O) ready to do takes.0.4 blocked by FORK(4)
FORK(4) ready to do drops.4.4 blocked by PH L(4)
PH L(4) ready to do takes. 4.3 blocked by FORK(3)
FORK(3) ready to do drops. 3.3 blocked by PH L(3)
PH L(3) ready to do takes. 3.2 blocked by FORK(2)
FORK(2) ready to do drops.2.2 blocked by PH L(2)
PH L(2) ready to do takes.2.1 blocked by FORK(1)
FORK(1) ready to do drops.1.1 blocked by PH L(1)
PH L(1) ready to do takes.1.0 bl ocked by FORK(O0)

The state dependence digraph for the Dining Philosophers is shown in figure 3.9,
constructed from the normal form transition systems shown in figure 3.4. (As each
processin the network is deterministic thereis exactly one minimal acceptance set cor-
responding to each state. In the case of anon-deterministic system there would need to
be more than one vertex to represent certain states in the state-dependence digraph.) It
contains a single circuit, representing the situation where each philosopher has picked
up his left fork.

Although SDD works in many cases where the variant functions could have been
used, it isnot quite so powerful, because of thefact that an arbitrary number of maximal
failures of aprocess can be mapped onto asingle state in the normal form. One example
of thisisthat the SDD technique will often fail for networks of cyclic processes which



94 CHAPTER 3. A TOOL FOR PROVING DEADL OCK-FREEDOM

Figure 3.9: Construction of SDD for Dining Philosophers
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are amenable to variant function technique. It will sometimesfind a‘phantom’ cycle of
ungranted requests which cannot actually occur. For instance, consider what happens
when we apply the algorithm to the deadlock-free toroidal cellular array.

Command (h for help, q to quit):|torus.net

Conmand (h for help, q to quit):v

Found possible cycle of ungranted requests:

CELL(2,3) ready to do e.2.3.right e.3.3.left
bl ocked by CELL(3, 3)

CELL(3,3) ready to do e.3.2.down e.3.3.up
bl ocked by CELL(3, 2)

CELL(3,2) ready to do e.0.2.left e.3.2.right
bl ocked by CELL(O, 2)

CELL(0,2) ready to do e.0.1.down e.0.2.up
bl ocked by CELL(O, 1)

CELL(0,1) ready to do e.0.1.right e.1.1.left
bl ocked by CELL(1,1)

CELL(1,1) ready to do e.1.0.down e.1.1.up
bl ocked by CELL(1, 0)

CELL(1,0) ready to do e.1.0.right e.2.0.left
bl ocked by CELL(2,0)

CELL(2,0) ready to do e.2.0.up e.2.3.down
bl ocked by CELL(2, 3)

The cycle of ungranted requests that has been reported cannot actually occur. Proc-
€SSCELL( 2, 3) canonly have an ungranted request to CELL( 3, 3) if thelatter hasyet to
complete its previous communication cycle. Also no cyclic-PO process can ever have
an ungranted request to a another one that has completed more cycles. Following the
potentia cycle of ungranted requests in this way actually takes us back to the origina
processCELL( 2, 3) inthesame state but on an earlier cycle. Clearly aprocess cannot be
on two I/O cycles simultaneously, so the potential cycle of ungranted requestsisunreal.
What it actually representsisaspiral of ungranted requests backwards in time.

We shall address this problem by refining the algorithm later on, but first let us
explore the power of this prototype version in relation to some other design rules.

Applications of the SDD algorithm

Theorem 11 Any circuit-free client-server network composed from finite-state ‘ basic’
processes has a circuit-free state dependence digraph

Proof. Consider a basic client-server network V' = (P;,.., P,), with a circuit-free
topology. Thisisdeadlock-free by rule 7 (page 47). We shall show that the state depen-
dencedigraph of V' can never have apath of length 2, going through states of processes
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P;, P;, Py, such that the relationship between P; and P; isclient to server and the rela-
tionship between P; and P, is server to client. Then the circuit-freedom of the state
dependence digraph will follow as a direct consequence of the circuit-freedom of the
client-server digraph.

So first suppose that there is an arc in the state dependence digraph
((Pj, 55, Aj), (Pr, Sk, Ar))

where P; communicates with P, as server to client. This arc represents a potential
ungranted request in the subnetwork

(P}, Pr)

and we can deduce, from the definition of the basic client-server protocol, that this can
only occur when P; iswaiting for P, to perform arequisition or drip event. It also fol-
lows from rule (b) that P; isready to perform all its server requisition and drip events,
i.ethey areall contained in 4;.

Now suppose that there is another arc in the state dependence digraph

((P“ Si’ Al)v (Pj’ Sj’ A]))

where P; communicates with P; as client to server. This arc represents an ungranted
reguest in the subnetwork
<P ) P J )

We aready know that A; contains every server requisition and drip event of P;, so P;
must be waiting to communicate with P; on a client acknowledge channel. But thisis
impossible by rule (c) of the protocol.

Thiscontradiction meansthat thereisno path in the state dependence digraph which
goesfrom client to server and then from server to client. Therefore, asthe client-server
digraph is circuit-free, there can be no circuit in the state dependence digraph, so the
network will be reported as being deadl ock-free by the SDD algorithm. O

The SDD algorithm is clearly more powerful than the tool for checking deadlock-
freedom in basic client-server networks. It will always work and does not require the
processes to be supplied in any particular order. However, asit has no intelligence reg-
arding the actual protocol, it will probably be less useful as adebugging aid, especially
for analysing networks constructed by teams rather than by individuals.

Theorem 12 Any finite-state user-resource networ k which obeys the Resource Alloca-
tion Protocol has a circuit-free state-dependence digraph.

Proof. Consider a finite-state user-resource network which adheres to the Resource
Allocation Protocol (page 56). Suppose that there is a circuit in its state-dependence
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digraph. Due to the bipartite nature of the network, this circuit must run through a
sequence of vertices of the form

(( Uiz ) Siz ) Ai1)7 (Rj1 ) sz ) Aj1 )7 c ( Uik: Sik'Aik)7 (ij Sjk’ Ajk))

A user process can only have an ungranted request to a resource when it is waiting to
claim it. We deduce that for each process R;, , state S;, isthe normal-form state where
itiswaiting to be released by the next processin thecircuit, U;, , . (addition modulo ),
whichisin state S;, . ,. (Seefigure 3.6.)

Now the arc ((R;,, S;,, Aj,), (Ui, 1+ Siy s> Ay, ) represents an actual ungranted
request within the subnetwork (i2;,, U, . , ) soit must be possiblefor U;, , , tobeholding
resource R;, in state S;,,,. Asit also tries to claim resource R;, , from this state, it
followsthat R;, > R, ., by theterms of the protocol. Applying thisresult al the way

around the circuit leads to the following contradiction

h+1

R, >R, > ..,R;, >R;,

From this we conclude that the state-dependence digraph is actualy circuit-free, and
the network will be reported as being free of deadlock by the SDD agorithmO

In practice, the SDD algorithm also seems to be a useful tool for analysing user-
resource networks, where the users communicate with each other, obeying the Extended
Resource Allocation Protocol. 1t hasno troublewith proving the Arm-Wrestling Dining
Philosophers deadl ock-free (or indeed the Telephoning Arm-Wrestling Dining Philoso-
phers). It would be nice if whenever the subnetwork of user processes could be proven
deadlock-free by the SDD agorithm so could be the whole network. However thisis
not always the case, as the following example illustrates.

pragma channel a,b,c,cl,rl1,c2,r2

U=(b->U1|"] a->Ul) [] cl->r1->U1
R2=(c->W2 |7 b->U2) [] c2->r1r2->12
U3 =a->c->18

R=c¢cl->r1l->RJ[] ¢c2->r2->R

--+ U1, U2, U3, R

Here network (U1, U2, U3) is provably deadlock-free by the SDD algorithm, but
(U1, U2, U3, R) isnot, even though it obeys the Extended Resource Allocation Pro-
tocol, and sois, in fact, deadlock-free. Intheformer caseevents c1, r1, ¢2,and r2 lie
outside the vocabulary, so there are no ungranted requests between U1 and U2 with
respect to the vocabulary. But in thelatter case the vocabulary includes al these events
and a potential cycle of ungranted requests is reported.

U2 ready to do b bl ocked by Ul
Ul ready to do a bl ocked by U3
U3 ready to do c¢ bl ocked by U2
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Analysing Non-Standard Networ kswith SDD

Welch, Justo and Willcock consider an interesting example of client-server network
wherethe basic protocol has been slightly abused [Welch et al 1993]. The system com-
prises a USER process which is stimulated by regular ‘ticks' from a CLOCK process.
The USER process may reset the interval between ticks by means of areset channel.
Conceptually, process USER communicates as both a client and a server with process
CLOCK. In order to avoid a circuit of client-server relationships a ‘ circuit-breaker’,
consisting of aone-place overwriting buffer OWB together with aprompter PROMPT,
isinserted aong the reset channel. The client-server digraph of the resulting systemis
shown in figure 3.10.

Figure 3.10: Client-Server Digraph for CLOCK Network

< tick >
CLOCK USER
< reset > < user_reset >
PROMPT g ans> OowB

The machine-readable CSP code for this network is as follows;

pragma channel tock, user_reset,req, ans, reset,tinme_out

USER = tock -> (USER | 7| user_reset -> USER)

PROWT = req -> ans -> reset -> PROWPT

ONB = user_reset -> (req -> ans -> OB [] OMB)
CLOCK = reset -> CLOCK [] time_out -> tock -> CLOCK

- -+ PROWPT, CLOCK, USER, O/\B

In this definition CLOCK has an internal event time _out. This event represents a
signal from an internal timer process that it is time to send out the next tock. Each
process behaves according to the basic client-server protocol, apart from OWB. This
process will shut down service on channel req whenever its buffer is empty. This con-
travenesrule (b) of the protocol. Nonetheless Welch, Justo and Willcock claim that the
network isdeadlock-free. Thiscannot be shown by the algorithm which tests adherence
to the basic client-server protocol, but it is no problem for the SDD agorithm.
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Command (h for help, q to quit):Iclocknet
Command (h for help, qto quit):v
Checki ng PROWT wi th CLOCK

Checki ng PROWT with OAB

Checking USER wi th CLOCK

Checking USER with OAB

Net wor k cl ock. net is deadl ock-free

Thisisagood example of asituation where aprogrammer’sintuition has been auto-
matically confirmed by SDD, avoiding the need for an analytic proof. As the system
was designed with an aircraft control system in mind, this could be useful.

Accommodating Cyclic Processes

In general, the SDD is unable to prove networks of cyclic processes deadlock-free.
However these are an important ingredient of many parallel algorithms. Fortunately
we can remedy the problem as follows. First of all we extend the network analysis to
produce a state-dependence digraph with coloured arcs.

Remember that arc ((P, S, A),(P', S’, A’)), represents an ungranted request from
process P in state S to process P’ in state S’. If this can occur only when P and P’
have each visited their initial state exactly the same number of times, we colour the arc
red. Alternatively if P must have visited itsinitia state more times than P’ we colour
the arc green. Otherwise the arc is coloured blue to represent uncertainty.

The arc colouring is calculated in a similar way to the technique for specification
checking described on page 71. First we construct a set of records of the form

(op,opr, cCOUNt)

Each record contains a pair of statesthat P and P’ may simultaneously be at together
with a numeric labelling: count. This represents the number of times that the initial
state of P has been ‘crossed’ minus the number of times that theinitial state of P’ has
been crossed. A processissaid to have crossed itsinitial state whenever it performs an
event which returnsit to itsinitial state. If the numeric labelling of state pairsis found
to beinconsistent, i.e two records are found (o p, o p/, count) and (o p, o p/, count’) with
count # count’, then all the numbering information regarding states of (P, P’} isdis-
carded. Any ungranted request found between the two processes is regarded as being
‘uncertain’ and coloured blue. If, however, aconsistent numbering isdiscovered it may
be used to colour ungranted requests red, green or blue in the manner described above.

Toillustrate how the coloured state dependence digraph is constructed, let usreturn
to the example of the two-place buffer from page 73. Recall that this was defined as
follows

LEFT = in— mid— LEFT
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aLEFT = {inmid}

RIGHT = mid — out — RIGHT
aRIGHT = {mid,out}

V = (LEFT,RIGHT)

The exhaustive search for records of the form (o grt, orcHT, COUNt) proceeds as fol-
lows. First we have

pending = {(0, 0, 0)}, done = {}

Check (0, 0, 0); possibletransition isin; neither initial stateis crossed; leadsto record:
(1,0,0). Now we have

pending = {(1,0,0)}, done= {(0,0,0)}

Check (1,0, 0); possible transition is mid; initia state of LEFT is crossed; leads to
record: (0, 1, 1). Now we have

pending = {(0, 1, 1)}, done= {(0,0,0),(1,0,0)}

Check (0, 1, 1); possible transitions are in and out; if in is performed neither initia
stateis crossed but if out is performed initial state of RIGHT is crossed; lead to records
(1,1,1)and(0,0,0). Now we have

pending = {(1,1,1)}, done= {(0,0,0),(1,0,0),(0,1,1)}

Check (1,1, 1); possible transition is out; initial state of RIGHT is crossed; leads to
record (1, 0, 0). Now we have

pending = {}, done= {(0,0,0),(1,0,0),(0,1,1),(1,1,1)}

Now we have discovered all the state pairs in which processes LEFT and RIGHT may
simultaneously rest. For each pair we have found an invariant property count which
represents the number of timesthat LEFT hasvisited itsinitial state more than RIGHT.

Suppose that LEFT and RIGHT are embedded in some network V' which has a
vocabulary A containing events in and out. We find that state pair (0, 0) involves an
ungranted request from RIGHT to LEFT with respect to A. Thisisrepresented asared
arc in the coloured state dependence digraph because the value of count is always zero
for this state pair. We also find that state pair ( 7, 1) involves an ungranted request from
LEFT to RIGHT with respect to A. Thisis represented as a green arc in the coloured
state dependence digraph because the value of count isalways 1 for this state pair. The
other state pairs, (0, 1) and (7, 0) do not involve any ungranted requests.
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So the analysis of LEFT and RIGHT would result in the addition of the following
arcs to the coloured state dependence digraph for V.

Process. RIGHT Process: LEFT
Red arc: State: 0 ) , ( State: 0 ))
Acceptance set:  {mid} Acceptance set:  {in}
Process: LEFT Process: RIGHT
Green arc: State: 1 ) , ( State: 1 ))
Acceptance set:  {mid} Acceptance set:  {out}

When the same analysis is applied to processes FORK(0) and PHIL(0) in the Din-
ing Philosophers network, inconsistencies are found in the count variable. This obvi-
ous by the fact that process FORK(0) may cross its initial state any number of times,
by cycling on eventstakes. 7.0 and drops. 1.0, before process FORK( 0) has performed
any event at al. Inthis case all the ungranted requests detected between the processes
would appear as blue arcs in the coloured state dependence digraph.

Any circuit in the coloured state-dependence digraph containing ablue arc remains
a potential cause of deadlock, so does any circuit which contains only red arcs. But a
circuit containing no blue arcs and at least one green arc does not represent a cycle of
ungranted requests in the network, for the ungranted requests cannot all occur simulta-
neously.

We check for deadlock-freedom as follows. First we use a variant of the DFS to
remove al those arcs from the digraph which do not lie on any circuit (described in
appendix B). If any blue arc remains then there is potentia for deadlock. Otherwise
all the remaining arcs must be red or green. The only risk of deadlock inthis caseisif
thereis acircuit consisting only of red arcs, so we remove al the greens arcs and then
see whether any circuit till remains.

Given that the motivation for the CSDD agorithm was to be able to handle cyclic
processes, the following result is not altogether surprising.

Theorem 13 Take adeadlock-free network of cyclic-LOP processes. Itscoloured state-
dependence digraph contains neither a blue arc nor a circuit of red arcs.

Proof. Let V = (P;,..P,) beadeadlock-free network of cyclic-L OP processes. Each
process is finite-state by definition. We observe that athough a cyclic-LOP process
does not necessarily visit the same states on each cycle, itsinitial state isalways crossed
between cycles. Between any two visits to a particular state, such a process performs
every event in its alphabet the same number of times, equal to the number of times that
it has crossed itsinitial state.

Consider asubnetwork of two communicating cyclic-L OP processes, ( P;, P;). Sup-
pose that these processes may simultaneously be in states o p, and o p,. Between two
particular visitsto this state pair, suppose that P; performs m; cycles of eventsin a P;
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and P; performs m; cycles of eventsin o P;. Asthe processes communicate with each
other we have
aP;naP; #{}

Let ¢ be an event from o P; N . P;. Between the two visits to the state pair, event ¢
has been performed m; times by P; and has also been performed m; times by P;. So
m; = m;; in other words P; and P; must each cross their initial state the same number
of times between any two visits to agiven pair of states.

This means that when the subnetwork ( P;, P;) is analysed for records of the form

(op,,0p;,COUN)

where count represents the number of times more that P; has crossed its initial state
than P;, we shall find that count is invariant for any pair of states.

A cyclic-LOP process can only have an ungranted request to another process which
has performed the same number of cycles or onelesscycle. It followsthat the coloured
state dependence digraph for V' contains only red and green arcs, no blue arcs. Suppose
that acircuit of red arcswere found. Thiswould correspond to a sequence of processes

(Pi,,-.Pi, Pi)
such that each process P;, would have astate whereit could perform someevent ¢;, with
its successor in the sequence but not be able to to perform some other event ¢, ; with
its predecessor in the sequence, despite having completed the same number of cycles.
Thiswould imply the existence of acircuit in the o> relation,

¢ > ..D e D ocy

which would contradict theorem 8 (page 41), so there can beno circuit of red arcsinthe
coloured state dependence digraph for V. It followsthat V' will be passed as deadl ock-
free by the CSDD agorithmO

Unlike the SDD agorithm, the CSDD agorithm has no problem with the toroidal
cellular array.

Command (h for help, g to quit):x
Net wor k torus.net is deadl ock-free

Although the new algorithm can handle cyclic-LOP networks it is not guaranteed
to be able to prove deadlock-freedom for cyclic-PO networks in general, as these may
have legitimate cycles of ungranted requests at times, despite being deadl ock-free.

Note that when it is required to use CSDD to prove deadlock-freedom for hybrid
networks including cyclic subnetworks, one has to be careful that the extra communi-
cations added to the cyclic processes do not remove the property that they should each
crosstheir initia state exactly once after each cycle.
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Each stage in the analysis has O(n) complexity (where n is the number of edges
in the communication graph), given our usua assumptions about the number of states
and events of each process, except for the construction of the communication graph and
vocabulary, which we have shown to be feasible with O(nlog(n)) complexity. Thus
the CSDD algorithm can be performed with complexity O(nlog(n)).

Allowing for Weak Conflict

Another useful way to extend the SDD algorithm isto incorporate theorem 3 (page 30).
Recadll that if a network is shown to be free of strong conflict then any deadlock state
must contain a cycle of ungranted requests of length at least three. This means that if
the state dependence digraph of a strong conflict free network contains no circuits of
length three or more then the network is deadl ock-free regardless of how many circuits
of length two are found.

The property of strong conflict freedom may be checked during the construction of
the state dependence digraph at virtually no extracost. If astrong conflict isfound then
it isreported and the algorithm terminates.

Searching for circuits of length three or morein asimple digraph may be performed
by the following agorithm. For each arc (v, v') of thedigraph D(V, A), use the DFS
to look for a path from v’ to v in the digraph D(V, A — ((v’,v))). If no such path is
found then the digraph has no circuit of length three or more.

For our coloured digraph, we adapt this algorithm as follows. First we check that
there isno circuit of length at |east three containing ablue arc. For each bluearc (v, v')
we use the DFS to look for apath from v’ to v inthe digraph D(V, A — ((v', v))). If
no such circuit is found then we remove al the blue and green arcs from the digraph
and search for a circuit of length three or more in the resulting red digraph. If noneis
found we have proved deadl ock-freedom.

In the prototype version of Deadlock Checker, thisimprovement has been included
as part of the CSDD test, but not the SDD test. Unfortunately the technique that we use
to check for circuits of length three or more, increases the complexity to O(n?), asa
DFS search may now be required for each arc in the digraph. However, there may well
exist amore efficient technique than this.

Potential for Further Improvement

Despite the improvements that we have made to the original SDD algorithm, the possi-
bility remains of detecting bogus cycles of ungranted requests. One way in which this
has been observed in practice has been the detection of acircuit in the state dependence
digraph which crosses more than one state of the same process. It is clearly impossible
for a process to be in two states at the same time so such a circuit cannot represent a
real cycle of ungranted requests.

Suppose that we now colour the vertices of the state dependence digraph, where
each colour representsthe states of aparticular process. To avoid the problem described
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above we are looking for an agorithm to determine whether this digraph contains a
circuit in which every vertex has a different colour. At the time of writing no efficient
algorithm has been found to decide this question in general (which may easily be shown
to belong to class NP). However even an inefficient algorithm would be useful in the
case where the state-dependence digraph contains only a small number of circuits.

A more promising approach involving this vertex colouring is based on the concept
of request selector functiongDathi 1990, Roscoe 1995]. Suppose that there is some
vertex of the state dependence digraph, v = (P, S, A), which has outgoing arcs to
vertices which have severa different colours. Now suppose that we choose one par-
ticular such colour C'(v) and delete every outgoing arc from v that points to a vertex
with adifferent colour from C'(v). If the stripped down version of the state dependence
digraph which results contains no circuit then it is still the case that the network must
be deadlock-free. The result still holds no matter how many vertices v are treated in
this manner.

Thismay beinformally justified asfollows. What we have actually doneisto choose
a particular process to which P has a request, when it is accepting the events of A in
state S, and to ignore requests to other processes. For any deadlock state of the net-
work, we could still find acycle of ungranted requests corresponding to acircuit in the
stripped down state dependence digraph.

It is thought that this technique should be useful as follows. Suppose that a state-
dependence digraph has been constructed and isfound to contain circuits. Anagorithm
is envisaged which would attempt to find a sequence of vertex and colour selections
leading to the removal of sufficient arcs to render the digraph circuit-free, and hence
prove deadl ock-freedom.

We could a so extend the power of the checker to embrace the design rule of Brookes
and Roscoe (theorem 4, page 30). Wemight do this by adding an extradimension to the
coloured state dependence digraph: arcs would either be ‘flashing’ or ‘non-flashing’.
An ungranted request from a state of process P to a state of process @) would be set
to be flashing only if it had been shown that ¢) must have communicated with P more
recently than with any other processin that situation. Then any circuit of flashing arcs,
of length greater than two, could not represent areal cycle of ungranted requestsin the
network, as the ungranted requests could not occur simultaneously. Thisfollows from
the reasoning we used to prove theorem 4.

It would also berdatively straightforward to alow for networkswherethe processes
can terminate. Dathi defines a network to be prudent if no process ever tries to com-
municate with one that is only willing to perform event / [Dathi 1990]. With a slight
adjustment to the definition of deadlock-freedom to alow for termination, the CSDD
algorithm could be implemented in exactly the same way for a network containing ter-
minating processes which had been shown to be prudent.

Dueto the exponentia state explosion asanetwork growsin size, it seemsunlikely
that thereisan algorithm for deciding deadlock-freedom for finite-state processeswhich
is both efficient and complete. There are certain networks for which deadlock-freedom
depends on some crucial property of global states. For instance the analysis of a“token-
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ring’ system in [Brookes and Roscoe 1991] involves proving that there is exactly one
‘token’ present in any state of the system. The techniques described above, being based
on local analysis, would be inadequate for this particular task. However there is cer-
tainly much scope for automatic assistance in performing analyses of this nature. The
limitations of proving deadlock-freedom purely by local analysis are further discussed
in [Roscoe 1995].

Thereis clearly potentia for expanding the armoury of efficient verification tech-
niques such as CSDD. If these are to be used in anything other than atrial and error
fashion they must be backed up with further design rules which will enable networks
to be built not only deadlock-free, but that may be easily verified so.



Chapter 4

Engineering Applications

I ntroduction

This chapter is intended to illustrate how the preceding work may be applied to real
problems in software engineering. The occam programming language is introduced
for this purpose and its relationship with CSP is elaborated. We then present three
examples of designing and building industrial -scale deadlock-free concurrent systems.

Thefirst problem considered is the numerical solution to Laplace's equation using
the method of successive over-relaxation. Thisistypical of the sort of computationally-
intensive task that parallel computers are often required to perform. Deadlock-freedom
isincorporated into the design by using the cyclic-PO paradigm.

Next we describe the construction of a deadlock-free message routing program for
a multiprocessor computer system. Traditionally, one of the most laborious tasks in
parallel programming has been the routing of messages between processes which run
on non-adjacent physical processors. For this reason a great deal of effort has been
directed towards developing deadlock-free message routing programs. The intention
of thisis to separate all the physical message passing onto a lower conceptual level,
and to implement virtual channels between any two locations in a processor network.
Here we describe the construction of a store and forward deadl ock-free message rout-
ing system for a network of eight processors configured as a cube. The client-server
paradigm is used for this purpose. We then modify the program to implement worm-
hole routing, which is generaly more efficient than store and forward-routing. In so
doing we breach the rules of the client-server paradigm. However the resulting system
is proven deadlock-free using the SDD agorithm.

The final example involves a published algorithm for a control system for atele-
vision studio. The system is shown to be prone to deadlock. However, with a simple
modification, it may be transformed into a circuit-free client-server network resulting
in guaranteed deadl ock-freedom.

106
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Table 4.1: Relationship between occam and CSP

| occam | CSP |
SEQ P;Q
P
Q
PAR (P [aP|a@Q] @)\ (ePNa@)
P
Q
a?x a’r — KIP
bly iy — XKIP
ALT clr— POd% — @
c?X
P
d?y
Q
| F Pabp> Q
b
P
NOT b
Q
VH LE TRUE uwXeP; X
P

4.1 Theoccam Programming Language

The occam programming language, which is described in [INMOS 1988], was origi-
nally derived from the CSP model. The notation is somewhat different, but is elegant
nonetheless. The language is unusual in that the indentation of the lines of codeis syn-
tactically significant. In the absence of an efficient compiler for CSP itself, occam
represents the most appropriate implementation language for programs designed using
CSP specifications.

Table 4.1 lists some roughly equivalent constructions between the two languages.
One significant difference is that the occam parallel operator incorporates automatic
hiding of communication events, which remain visible in CSP. This feature has the
potential to introduce the phenomenon of livelock into a network. There are also cer-
tain extra high-level aspects to occam, such as prioritised externa choice, timers and
the assignment of variables.

Ideally we would like to build checks for deadlock-freedom and livel ock-freedom
into occam compilers. Oneway to do thiswould beto convert into CSP state-transition
digraphs as used by the algorithms of Deadlock Checker. Thetranslation of occam into
CSPis considered informally in [Scattergood and Seidel 1994]. Problems arise from
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the treatment of the values of variables, leading to apotential explosion in the state-size
of the resulting CSP. For instance a process that has alocal variable which can take any
real numeric value, usually needs to have at least one CSP state for each value.

Redlistically we havetolook at how much information can be discarded in the con-
version, without removing any potential deadlocks or livelocks so that these may be
detected. We need to establish a safe level of abstraction which maximises the per-
formance of the tools. It is usually safe to represent communication events in occam
purely by their channel names in the CSP specification. The one exception is when
using avariant protocol on aparticular channel. If the inputting processis unwilling to
accept the type of datum offered by the outputting process, alocal deadlock will ensue.
(However, if an exhaustive case list is offered by the inputting process there can be no
problem, but this may be impractical.).

The opposite route of translation from CSPto occam isconsidered in [Scott 1994].
The conversion is based on denotational semantics for occam [Goldsmith et al 1993].

4.2 Case Studies

Numerical Solution to L aplace' s Equation

We consider the design and implementation of a parallel program to calculate the first
order finite difference solution of Laplace's equation, by the method of successive over-
relaxation. Thistechnique is described in [Fox et al 1988].

The two dimensiona Laplace equation is given by

0°U 0°U
+ =
0z? oy?

0

We seek a solution for the unknown potential, U, across arectangular grid domain,
given fixed boundary values. We define an m x n array U™, to represent the kth
approximation to theresult. Individua array elements are denoted Uig-k),wherei ranges
from 0 tom — 1, andj rangesfrom 0 to n — 1. Each generation of U is calculated by
the following iterative equation (We assumethat U(?) is known.)

w — _ _
gm  — / [Ui(f)l,, + Ui(j')—z + Ui(+k1,;') + Ui(,];+;)] + (1 —w) Ui(k 1)

t,J J J
where (0 <i<m—-1)AN(0<j<n-—1)
ul¥) = u'9  otherwise (fixed boundary condition)

z’]’ l,]

where w is the relaxation factor.

The design of this parallel program is similar to the toroidal cellular automaton of
section 2.1. We allocate a cyclic-PO process, CELL(4, 5) to each grid element, con-
nected by input and output channels to its neighbours. Process CELL (i, j) iSresponsi-
blefor calculating successiveiterations of U ;. (The processes representing the bound-
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ary elements perform atrivial task as their state is fixed.) Each process aso has bidi-
rectional client-server connectionsto acontrol process, CONTROL, for periodic resets.

It will be seen that the iterative equation imposes an ordering on channels between
neighbouring grid cells — on a given 1/0O cycle, a process needs to wait for its imme-
diate left and upper neighbours to compute their new states, before it can inquire their
new values and compute its own new state. Figure 4.1 illustrates a feasible deadlock-
free channel ordering for this strategy. Based on this |abelled connection diagram, the

communication pattern of each process in the network is defined as follows.

CHAT(, ;)
CELL(i, §)

CELL(0, )

CELL(m — 1,5)

CELL(i, 0)

CELL(i,n — 1)

KIPMout.i.j — ini.j — KIP
CHAT(i,j) ;

< (e.i.j.left — KIP) ||| ) .
(e.i.j.up — XKIP) ’

(e.(i+ 1).5.1eft » KIP) |||
(e.i.(j+ 1).up — XKIP) |||
(e.(i —1).5.right = XKIP) ||
(e.i.(j — 1).down — KIP)
( (e.i.j.right — SKIP) || )
(e.i.j.down — SKIP) ’
CELL(4, )

where (0<i<m—1)A(0<j<n-—1)

CHAT(0,7) ;
e.1.5.left — e.0.j.right — CELL(0,)

CHAT(m — 1,j);
e.(m—1).j.left —» e.(m — 2).j.right - CELL(m — 1,7)

where (0 <j<n—1)

CHAT(i, 0) ;
e.i.1.up — e.i.0.down — CELL(3, 0)

CHAT(i,n — 1) ;
e.i.(n—1).up — e.i.(n — 2).down — CELL(i,n — 1)
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Figure 4.1: Labelled Connection Diagram for Laplace Solver
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where (0 <i<m—1)

CONTROL = (Op;°0%=7 out.i.j — in.i.j — CONTROL) O
Om—2 out.;.0 — in.i.0 — CONTROL O -
=1\ out.i.(n— 1) —ini.(n— 1) - CONTROL

qn-2 out.0.7 — in.0.; — CONTROL O
=1\ out.(m —1).j —in.(m — 1).; — CONTROL

The CSDD algorithm of Deadlock Checker can be used to verify that this particul ar
network is deadlock-free, for given values of n and m. It is straightforward to develop
an occam implementation of the program based on this specification. Therefollows a
possible implementation of an interior cell process.

PROC CELL (VAL INT i, j)
REAL32 w, X, y, z, state:
I NT k, ncycles:

SEQ
state := 0.0 (REAL32)
VH LE TRUE
SEQ
out[i][j] ! state -- Communi cate with
infi][j] ? state; ncycles -- CONTROL
k :=0
VWH LE k<ncycl es
SEQ -- Perform next
k: =k+1 -- iteration
PAR
e[i][j][LEFT] ! state
e[i][jl[UP] ! state
PAR
e[i+1][j]1[LEFT] ? w
e[i][j+1][UP] ? X
e[i-1][J][RCAT] ?y
e[i][j-1][DOM] ? z

state = (((((w+x)+y)+z) *
(OVEGA 4. O( REAL32))) +
(state *(1.0(REAL32) - OVE®Y)))

PAR
e[i][jJI[RIGHT] ! state
e[i][j][DOMNN] ! state

A Message Router

Suppose we wished to realise the Laplace solving network on a parallel machine con-
structed from a collection of Inmos transputers. We would most probably need to run a
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considerable number of CELL processes on each processor. However each transputer
only has four hardware links to neighbouring processors which would be insufficient
compared with the number of communication channels that would need to be imple-
mented. Some form of multiplexing would be required.

Historically this has been a somewhat irritating problem for programmers of par-
alel machines. Even for a smple process network a large amount of work has often
been needed to map it onto the target hardware configuration. Frequently the resulting
implementation has not even been semantically equivalent to the original, sometimes
resulting in unforeseen deadl ocks.

Using a deadlock-free routing algorithm it is possible to implement unlimited vir-
tual channels between transputersthat are semantically equivalent to synchronous hard-
ware links [Roscoe 1988b]. Thiswork can be performed by acompiler, either partially
or totally, freeing the programmer from much low-level effort.

We now consider the design of a deadlock-free routing algorithm for a network of
eight transputers configured as a cube, based on aprogram from [ Shumway 1990]. The
client-server paradigm will be employed. The guiding principle that we shall useisto
assign a level to each link between processors, and then to ensure than any message
arriving at a processor on level n can only depart on a level greater than n. In this
way deadlock can be avoided by ensuring that all messages travel “upwards’ to their
destination, which guarantees that the client-server digraph is circuit-free. Figure 4.2
illustrates the router process topology superimposed on top of the processor topology.
Each processor runs a separate process to control each of its input and output links. It
also runstwo interface processes, TO and FROM. The former collects messages which
have arrived at their destination, and passes them to the local application process. The
latter routes messages from the local application destined for other processes.

Linksin the z direction are assigned level one, those in the y direction level two,
and thosein the z direction level three. In order to send amessage to its destination the
strategy used isfirst to get the = coordinate right, then the y coordinate, and finally the
z coordinate.

The abstract CSP design of the program is listed below.

coords = {0, 1}

direction = {dx, dy, dz}

change _direction = {xy, xz,yz}

-- 3 input links for each transputer

pragma channel i : coords. coords. coords. direction

-- Internal channels

pragma channel in, out : coords.coords. coords.direction
pragma channel q : coords. coords. coords. change_direction

-- Channels for interface to applications program
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pragma channel to, from: coords. coords. coords

-- Processes to service input |inks

INX(X,y,z) =i.Xx.y.z.dx -> (out.x.y.z.dx -> INX(x,y,z) ||
g.X.y.z.xy -> INX(x,y,2) |7|
g.X.y.z.xz -> INX(x,Y, 2))

INY(X,y,z) =i.x.y.z.dy -> (out.x.y.z.dy -> INY(X,y,2) ||
g.X.y.z.yz -> INY(x,y,2))

INZ(X,y,2z) =i.X.y.z.dz -> out.x.y.z.dz -> I NZ(x,Y, z)

-- Processes to service output |inks
QUTX(X,y,2z) =in.x.y.z.dx ->i.((x+1)%R).y.z.dx -> QUTX(X,Y, z)

QUTY(X,Y,z) = in.x.y.z.dy ->i.x.((y+1)%®).z.dy -> QUTY(x,y, z) []
g.X.y.z.xXy ->i.X. ((y+t1)%®).z.dy -> QUTY(X,Y, 2)

QUTZ(X,y,2z) =in.x.y.z.dz ->i.x.y.((z+1))%®R).dz -> QUTZ(X,Vy,z) []
g.X.y.z.XZ -> i.x.y.((z+1))®R).dz -> QUTZ(x,Vy,z) []
g.X.y.z.yz ->i.X.y.((z+1)®R).dz -> QUTZ(x,Y, 2)

-- Interface to application program

TA(x,y,z) = out.x.y.z.dx ->to.x.y.z -> TQ(x,y¥,2) []
out.x.y.z.dy ->to.x.y.z -> TQ(X,Y,2) []
out.x.y.z.dz ->to.x.y.z -> TQ(X,Y, z)

FROM x,y,z) = fromx.y.z -> ( in.x.y.z.dx -> FROMx,y,z) |7|
in.x.y.z.dy -> FROMX,y,z) |7|
in.x.y.z.dz -> FROM X, Yy, z) )

-- Now specify network for Deadl ock Checker. The processes are

-- listed according to their "client-server" ordering.

--+FROM 0, 0, 0) , FROM 0, 0, 1), FROM 0, 1, 0) , FROM 0, 1, 1),
--+FROM 1, 0, 0), FROM 1, 0, 1), FROM 1, 1, 0) , FROM(1, 1, 1),
- - +0UTX(0, 0, 0), QUTX(0, 0, 1), QUTX(0, 1, 0), QUTX(0, 1, 1),
--+OUTX(1, 0,0), OUTX(1, 0, 1), OUTX(1, 1, 0), OUTX(1, 1, 1),
~-+INX (0,0,0),INX (0,0,1),INX (0,1,0),INX (0,1,1),
~-+INX (1,0,0),INX (1,0,1),INX (1,1,0),INX (1,1,1),
--+QUTY( 0, 0, 0), QUTY(O, 0, 1), QUTY(0, 1, 0), OUTY(O, 1, 1),
--+0UTY(1, 0,0), QUTY(1, 0, 1), OUTY(1, 1,0), QUTY(1, 1, 1),
--+INY (0,0,0),INY (0,0,1),INY (0,1,0),INY (0,1,1),
--+INY (1,0,0),INY (1,0,1), INY (1,1,0),INY(1,1,1),
--+0UTZ(0, 0, 0), OUTZ(0, 0, 1), QUTZ( 0, 1, 0), OUTZ(O, 1, 1),
--+0UTZ(1,0,0), QUTZ(1, 0, 1), OUTZ(1, 1, 0), OUTZ(1, 1, 1),
--+INZ (0,0,0),INZ (0,0,1),INZ (0,1,0),INZ (0, 1,1),
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--+INZ (1,0,0),INZ (1,0,1),INZ (1,1,0),INZ (1,1,1),
--+TO (0,0,0),TO (0,0,1),TO (0,1,0),TO (0,1,1),
--+TO (1,0,0),TO (1,0,1),TO (1,1,0),TO (1,1,1)

Thisinitial design avoids the issue of how to make routing decisions. When a message
arrives on an input channel at a particular processit is redirected non-deterministically
along any one of its output channels. Despite thisdisregard for any routing information
the design is sufficiently robust to be proven deadlock-free by adherence to the client-
server protocol. In this case each individual channel is a client-server bundle of size
one. A process acts as a server on itsinput channels and as a client on its output chan-
nels. This means that the client-server digraph for the system is the same as the con-
nection digraph. The condition that messages must aways travel upwards guarantees
that it is circuit-free. (Note that the network could be represented rather more com-
pactly using an exploded client-server digraph, treating the set of processes that run
on each transputer as a single composite-client-server process.) Deadlock-freedom is
easily verified using Deadlock Checker.

Wel come to Deadl ock Checker
Command (h for help, q to quit):Irouter.net
Conmand (h for help, q to quit):w
Net work router.net is busy
Network router.net is triple-disjoint
Process FROM 0, 0, 0) obeys client-server protocol
clients(FROMO0,0,0)) =
{<in.0.0.0.dz>,
<in.0.0.0.dy>,
<in.0.0.0.dx>}
servers(FROM 0,0,0)) =
{}

Process TQ(1,1,1) obeys client-server protocol
clients(TQ(1,1,1)) =
{}
servers(TQ(1,1,1)) =
{<out.1.1.1.dx>,
<out.1.1.1.dy>,
<out.1.1.1.dz>}
Network router.net is deadl ock-free

The system may aso be shown to be livelock-free at this stage.

Conmand (h for help, g to quit):t
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Network router.net is triple-disjoint
Network router.net is |livelock-free

It is interesting to note that each of the sixty-four processes of this network may,
or may not, be holding a message at any given time, which means that the system as a
whole has at least 2% states. This would put it well out of the range of any program
using exhaustive state checking.

From the abstract design we are now able to develop aworking occam implemen-
tation without difficulty. For instance, hereisthe process| NX which runs on each trans-
puter.

PROC | NX(VAL I NT x, y, z, processor)
| ocal decl arations

VWH LE TRUE
SEQ
i[x][yllz][dx] ? length :: packet
I F
packet[0] = processor -- Arrived at destination
out[x]J[yl[z][dx] ! length :: packet

ycoord(packet[0]) <>y -- Need to fix Y coordinate

alx1[yll[zl[xy] ! length :: packet
TRUE -- Need to fix Z coordinate
a[x1[yllz][xz] ! length :: packet

Thetechnique of assigning levelsto processor linksin order to effect arouting strat-
egy can be generalised to processor networks of arbitrary construction. (Details are
givenin [Debbage et al 1993] and [Pritchard 1992].) For certain topologiesit is neces-
sary to multiplex anumber of virtua links on different levels, along a particular hard-
warelink, in order to guarantee that there is always an upwards path between each pair
of processors. Figure4.3illustrateslink labelling schemesfor aringandagrid. Thefor-
mer involves the use of virtual multiplexed links, but the latter does not. Multiplexing
isapotential pitfall and must be implemented with great care. A good method of mul-
tiplexing is described in [Jones and Goldsmith 1988]. A process is constructed which
utilisesasingletransputer link and yet is semantically equivalent to acollection of inde-
pendent one-place buffers. (Note that it cannot be assumed in general that it is safe to
add buffering along a channel of anetwork. Any such modification needs to be consid-
ered as part of the overall deadlock analysis.)

Worm-hole Routing

Worm-hole routing differs from store and forward routing in that a message is split up
into small packets and these are sent across the network together by cutting a virtual
path through it, and holding this path open until the last packet has passed through. The
following CSP code illustrates a modification to the design for the cube router which
uses this strategy.
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Figure 4.3: Routing Strategies for Ring and Grid
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.z.dx.data -> INX1(x,y,2) |7

.Xy.data -> INX2(x,y, z,xy) |7|
.Xz.data -> INX2(x,Y, z, X2))

.dx?p -> out.x.y.z.dx.p ->

data then INX1(x,y,z) else INX(x,vVy, z)
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= data then INX2(x,y, z,cd) else I NX(Xx,Y, z)
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INY(X,y,2z) =i.Xx.y.z.dy.data ->
(out.x.y.z.dy.data -> INYL(X,y,z) |7]
g.X.y.z.yz.data -> INY2(X,Yy,2Z,y2))

INYL(X,y,z) =i.Xx.y.z.dy?p -> out.x.y.z.dy.p ->

I NY2(x,Yy, z, cd) xyzdy’?p—>quzcdp—>

if p == data then INYLl(x,y,2z) else INY(X,Yy, z)
=
if p == data then INY2(x,y,z,cd) else INY(x,Y, z)

INZ(x,y,z) = i.X.y.z.dz.data ->
out.x.y.z.dz.data -> I NZ1(x,Yy, z)
INZ1(x,y,z) =i.X.y.z.dz?p -> out.x.y.z.dz.p ->

if p==data then INZ1(x,y, z) else INZ(x,y, z)

-- Processes to service output |inks

QUTX(X,Y,z) = in.x.y.z.dx.data ->

i.((x+1)%®).y.z.dx.data -> QUTX1(x,Y, z)
QUTXL(X,y,2z) = in.x.y.z.dx?p -> i.((x+1)9%).y.z.dx.p ->

if p == data then QUTXL(x,y,z) else QUTX(X,Y, z)

QUTY(X,y,z) = in.x.y.z.dy.data ->
i.X.((y+t1)9®).z.dy.data -> QUTY1(x,y,z) []
g.Xx.y.z.xy.data ->
i.x.((y+t1)9®).z.dy.data -> QUTY2(X,Y, zZ, Xy)
QUTYL(X,y,z) =in.x.y.z.dy?p -> i.x.((y+1)%).z.dy.p ->
if p == data then QUTYLl(x,y,z) else QUTY(X,Y, z)

QuUTY2(x, Y, z, cd) g.x.y.z.cd?p ->i.x. ((y*¥1))®).z.dy.p ->

if p == data then QUTY2(Xx,Yy, z,cd) else QUTY(X,Y, z)

QUTZ(X,y,2z) =in.Xx.y.z.dz.data ->

i.x.y.((z+1)9%R).dz.data -> QUTZ1(x,y,z) []

g.Xx.y.z.xz.data ->

i.X.y.((z+1)9%).dz.data -> QUTZ2(x,Y, z,xz) []

g.Xx.y.z.yz.data ->

i.x.y.((z+1)9%R).dz.data -> QUTZ2(Xx,Y, z,YyZ)
QUTZ1(X,y,2z) = in.x.y.z.dz?p ->i.x.y.((z+1)®).dz.p ->

if p == data then QUTZ1(x,y,z) else QUTZ(Xx,Y, z)
QUTZ2(Xx,y,z,cd) = g.x.y.z.cd?p ->i.x.y.((z+))WR).dz.p ->

[

if p == data then QUTZ2(x,Yy, z,cd) else QUTZ(x,Y, z)
-- Interface to application program
TA(X,y,z) = out.x.y.z?2d?p ->to.x.y.z.p -> TQ(X,Y, z)

FROM X,y,z) = fromx.y.z.data ->
(in.x.y.z.dx.data -> FROVR(x,y,z,dx) |7|
in x.y.z.dy.data -> FROV2(X, Yy, z,dy) |~|
in.x.y.z.dz.data -> FROM(X, Yy, z,dz) )
FROM2(X,y,z,d) = fromx.y.z?p ->in.x.y.z.d.p ->
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if p == data then FROW(X,y,z,d) else FROMX,Y, z)

This design actually contravenes the rules for client-server communication. Once
the first packet of a message has been received, aprocess will then only be prepared to
communicate on one of its server channels. However the network is still easily proven
deadlock-free using the SDD algorithm. Livelock-freedom is aso preserved.

Command (h for help, g to quit):|wormholenet
Conmand (h for help, g to quit):v

Net wor k wornmhol e. net is triple-disjoint
Net wor k wor mhol e. net is busy

Checking INZ(1,1,1) with TQ(1,1,1)
Checking INZ(1,1,0) with TQ(1, 1, 0)

Net wor k wor mhol e. net i s deadl ock-free
Command (h for help, g to quit):t

Net wor k wor mhol e. net is triple-disjoint
Net wor k wornmhol e. net is livel ock-free

Thisisan interesting exampl e because athough areasonabl e solution was achieved
to theinitial problem using only design rules, in order to develop a more efficient solu-
tion it was necessary to bend the rules.

A Television Studio Control System

Thisexample differs from the previous two, in that we start with a published algorithm
whichisclosely related to our design rules, but ultimately breachesthem. First we show
that thisalgorithm istheoretically proneto deadlock. Then we consider how the design
can be modified to removethis problem. The system considered isin many waysavery
fine piece of engineering. Thefact that it has such afundamental flaw isby no meansa
reflection on its developers. The main motivation for this thesis is that such problems
areamost inevitable in practice unless suitable design rules for avoiding them are pro-
vided.

The agorithm was developed by N. Miller and Y. Bouchlaghem for the control
of audio communications in a television studio [Miller and Bouchlaghem 1995]. The
system, which is called ‘Commander’, consists of up to 384 control panels each of
which has an associated analogue audio sound channel. The control panels are each
connected to one of four central racks via a 96-way multiplexor. Each of these racks
is then connected up to a cross-bar switch which is used to control audio connections
between users. Thefour racks are also connected to each other so asto pass on switch-
ing requests from users, and to request information.

The hardware is based on transputers. There is one behind each control panel, and
there are three in each rack: one to manage the multiplexor, one to control the cross-
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bar switch, and the third responsible for communication with the other racks, and the
implementation of the high level system functionality. Figure 4.4 showsthe connection
digraph for the processes running on this system. Apart from the inter-rack connec-
tions, al message passing conforms to the client-server paradigm. Each control panel
runs a process PANEL which isa client of amultiplexor control process PANEL.MGR.
Thisinturnisaclient of arack management process RACK.MGR which is aclient of
a process XBAR.MGR which controls a cross-bar switch.

The only place where Miller and Bouchlaghem diverge from the client-server para-
digmisin theinter-rack communications. Unfortunately we shall see that their system
can deadlock because of this. We shall concentrate on the CSP definition for the sub-
network of RACK.MGR processes. (Note that this definition conceals communications
with XBAR-MGR processes.)

RACK.MGR(i) = frompanel.mgr.i — (ACTION(7) ; RACK.MGR(i)) O

(O, chan.j.i.req — chan.i.j.ack — RACK.MGR(¢))

ACTION(i) = SKIP M (M;z; INITIATE(¢, 7, req))

< chan.i.jlz —0;; chank.i?z — -
(k1P < (z = ack) > INITIATE(:, k, ack))
INITIATE(, j, z) = Okx; Chan.k.i?z — chan.i.jlz —

(KIP < (z = ack) > INITIATE(:, k, ack))

RACKS — <RACK.MGR(0), RACK.MGR(]),>

RACK.MGR(2), RACK.MGR(3)

Each rack manager processisinitialy waiting either for asignal to arrive from its
panel manager, or a request from another rack. If it recelves a request from another
rack, this is immediately answered. If it receives a signal from its panel manager it
may need to communicate with another rack. In this case it goes into “action” mode.
First it sends out its request, and in parallel waits for a message to arrive from another
rack. Thismessage could either betherequired answer to itsrequest, or another request
requiring an answer. Intheformer casethe processreturnstoitsinitial state, inthelatter
it begins another cycle of parallel input and output. This time the output is an answer
to the request that has just been received. The process continues with cycles of parallel
inputs and outputs until an answer has been received to its original request.

When network RACKSisanalysed by Deadlock Checker, using the SDD algorithm,
it is reported that strong-conflict can occur between neighbouring processes. As the
number of states of the system is relatively small (about three thousand), exhaustive
state analysisis feasible, using the FDR tool. Thisreveals that the network may dead-
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Figure 4.4: Connection Digraph for COMMANDER
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lock after the following trace.

<from.panel.mgr.0, from.panel.mgr. 7, from.panel.rngr.?,>
from.panel.mgr.3,  chan.2.3.req, chan, 0.1.req

At this point both RACK.MGR(0) and RACK.MGR(2) are waiting for a message
to arrive from another rack. But it is possible that RACK.MGR( 7 ) and RACK.MGR( 3)
have both already committed to sending a message to each other, which would mean
deadlock. Of course we have only considered a subnetwork of the system as awhole,
so we need to check that this deadlock could still arise in the wider context. Itisfairly
obvious that this isindeed the case.

Miller and Bouchlaghem report that their software has been running without prob-
lemson asystem with over one hundred users, for sometime. Perhapsthisindicates that
thereisavery low probability of deadlock occurring. However thistype of uncertainty
could certainly not betolerated in asafety critical application, such asan air traffic con-
trol system.

It is a simple matter to modify the definition of RACK.MGR to render the system
deadlock-free, through adherence to the client-server protocol. This is achieved by
splitting the process onto two levels, RACK.MGR' and RACK.MGR". Each lower level
process RACK.MGR handles signals from the local panel manager as a server and also
makes requests to any of the four higher level processes RACK.MGR' asaclient. The
new CSP definitions are as follows.

RACK.MGR(i) = from.panel.mgri —n’_, reg.i.j — ack.i.j — RACK.MGR/(1)
RACK.MGR'(i) = 0Oj_, reqg.j.i — ack.j.i — RACK.MGR'(i)

RACK.MGR/(0), RACK.MGR(1),
RACK.MGR/(2), RACK.MGR(3),
RACK.MGR'(0), RACK.MGR/(1),
RACK.MGR'(2), RACK.MGR'(3)

RACKS =

Theclient-server digraph of thisimproved designisgiveninfigure4.5. Itiscircuit-
free which guarantees deadl ock-freedom for the new system. It is notable that, as well
as being deadlock-free, the new design isfar smpler and somewhat more elegant. This
shows how, far from being overly restrictive, design rules can enhance the creative
process of parallel software design.
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Figure 4.5: Client-Server Digraph for Improved Design
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Conclusions and Directionsfor Future
Work

Because of problems like deadlock and livelock, parallel programs are significantly
more difficult to design than serial ones. Perhaps for this reason concurrent program-
ming has been slow to take off. Our hunger for computing power is largely being sat-
isfied by the continual development of ever faster seria processors. However there are
limits to serial hardware technology that are likely to be approached within the next
twenty years. Explicit parallelism will then become the only means of extending the
performance of computers and the field of concurrent programming will finaly have
come of age.

This thesis has described a collection of ssmple design rules for constructing large
scale parallel systems that can never deadlock. We have also detailed efficient tech-
niques for the machine verification of adherence to these rules. More interestingly,
a technique for efficiently proving deadlock-freedom was discovered which, despite
having no intelligence regarding the design rules, was found to be capable of proving
deadl ock-freedom for networks constructed according to the majority of them. How-
ever it isimportant to note that thisagorithm, which iscalled CSDD, isfar from acom-
plete proof technique for deadlock-freedom. There are many deadlock-free networks
which it cannot proveto be so. It works by checking astronger property than deadlock-
freedom — one that can be established in O(n?) time complexity for networks of finite-
state processes, being based purely on local anaysis. This compares favourably with
the exponential complexity of using FDR for deadlock analysis. On the other hand, the
FDR approach is complete for finite-state networks.

The CSDD agorithm is sufficiently simple that it seems suitable for inclusion in
compilersfor high-level parale languages such asoccam. However to make this fea
sible, we need to look at methods to restrict the size of the state-spaces to be analysed.

A tool to verify thevalidity of an abstraction, or indeed to perform abstraction auto-
matically would be very useful. Recall that abstraction is the act of replacing detailed
communication events by their channel names in CSP networks. In effect, this means
‘throwing away the data’. This technique has been used throughout the thesis to sim-
plify CSP expressions to be analysed for deadlock-freedom. In this way, infinite-state
networks may be proven deadlock-free by the analysis of finite state abstractions. A
formal statement of the property is given in [Roscoe 1995].

124
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Without the use of abstraction, the operational representation of even avery sim-
ple occam process might be vast. A technique for conversion from occam to CSPis
described in [Scattergood and Seidel 1994] which addresses this problem.

The deadlock analysis techniques that we have described are based on a static net-
work of non-terminating processes grouped together by a single level of paralelism.
We rely on each process having arelatively small number of states. Efficient deadlock
analysis is then possible because we avoid constructing the state transition system for
the network asawhole. However if there were alarge degree of embedded parallelism
inany component process of the network, wewould still need to analyse some unwieldy
operational representations.

A good illustration of this problem is a program from [Jones and Goldsmith 1988]
which implements Conway’s Game of Life using an array of 1/0-PAR processes, each
with 16 channels. Thefact isthat the abstract operational form of each of these harmless
looking processes has 65536 states. This would certainly make the pairwise process
checking performed by the CSDD algorithm impractical.

It should be possible to devel op transformational techniques to cope with networks
like this which remove al the embedded parallelism to the outer layer. For instance,
consider the I/0O-SEQ process

P=(a— SKIP||| b— KIP); (¢ - SKIP ||| d — SKIP) ; P

We transform this process into a subnetwork of five purely sequential processes as
follows.

P = 81—>82—’f1—>f2—’53—>54—>f3—’f4—’P’
Qr = s1—a— XKIP;f — @
Q2 = 822 b0—>KIP;fs — Qs
Qs = s3—c¢c— KIP;fs — Qs
Q = s;,—=d—XKIP;f, — @

Events s; and f; are *start’ and ‘finish’ commands for each subprocess @);, sent out
by the master process P'. The following equivalence may be shown (using FDR).

P = PAR(<P’7 Q17 Q27 Q37 Q4)) \ {Slvfl“ = 1727374}

We could use this as follows. First we could prove divergence-freedom for P by
using Deadlock Checker to prove livelock-freedom for

PAR((Ply Q17 Q27 Q37 Q4>)

That would allow us to substitute { P, Q;, @2, Qs, @, } for P into any network to be
tested for deadlock-freedom.
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Similarly transforming an I/O-PAR process with 16 channels, such as used in the
Jones and Goldsmith program, would result in a subnetwork with seventeen processes,
each one being a purely sequentia cyclic process with just a handful of states. This
would provide arepresentation suitable for analysis by Deadlock-Checker.

It would be very useful to explore genera situations where such transformations
might be applied. This approach ought to be particularly applicable to occam pro-
grams, where it is common to have severa layers of embedded parallelism.

Deadlock-freedom isonly thetip of the iceberg when it comes to proving desirable
properties of concurrent systems. If we were to design a signalling system for trains
based on these methods it would certainly be agood ideato prove the system deadl ock-
free, but it would be somewhat more important to ensure that no two trains could ever
collide. The FDR tool can be used to do proofs like this by exhaustive state analysis.
But dueto the exponentia state explosion asanetwork growsin sizethismethod cannot
be used for very large networks. Certainly not the Great Western Railway network.

Specifications which prohibit undesirable actions are known as safety conditions,
and are generally expressed purely in terms of traces, refusal setsbeing irrelevant. One
approach to proving safety properties of large systems is to factorise the proofs into
smaller manageable parts. In order to provethat no two trains can ever collide we might
attempt to prove separately a large number of statements of the form: “TRAINA and
TRAINB will never collide on the track section governed by SGNAL1". If we could
show that this statement held true for the subnetwork

(TRAINA, TRAINB, SSGNAL1)

then clearly it would hold for the the network as awhole. This could be done using the
refinement checker FDR as the number of states of the subnetwork ought to be man-
ageable. Thereis scope for developing alogical inference tool to assist with proofs of
thiskind.

It is also common to write specifications which insist that some desirable form of
behaviour should occur. For instance, we might specify that the electric doors of a
train’s carriages should never refuse to be opened when the train is standing at a plat-
form. Specifications such asthis are called liveness conditions and they require the full
expressive power of the failures model.

Dathi’s thesis [Dathi 1990] contains the attractive idea of transforming a general
failures specification problem into a proof of deadlock-freedom. Given a concurrent
system V = (P,,.., P,) and aspecification S we want to show the refinement relation

failures(S) D failures(PAR(V) \ (aV — a¥))

Dathi definesaprocesstransformation function ¢ so that proving the refinement reduces
to showing that the network
(6(5), Piy.., Py)

is deadlock-free. Basically 6(5) isa ‘testing’ process which guarantees to deadlock
the network whenever PAR(V) \ (aV — a.5) exhibits any behaviour which isillegal
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for S. Unfortunately the process §(.S) is not itself deadlock-free so we cannot use any
of the local analysis techniques described in this thesis to prove the refinement. How-
ever Dathi defines asimilar transformation function 6* which produces better behaved
processes 6*(.5). It this caseit isfirst necessary to prove, by other means, that

traces(S) D traces(PAR(V) \ (aV — a¥))
We may then show that the failures specification is satisfied by proving the network
(5*(S>7P17"7Pn)

to be deadlock-free. 1t should be straightforward to automate this technique for inclu-
sion in atool like Deadlock Checker. Design rules might then be formulated for the
type of specifications that could be checked.

A different approach is likely to be required when dealing with issues relating to
the correctness of computation rather than communication. Recalling the program to
solve Laplace's equation in chapter 4, we have proven that this program cannot dead-
lock, but we are yet to show that it accurately calculates a solution to the problem. The
prototype CSP code does not contain enough information to do this. We need to con-
sider the refinement into the final occam version. For this program, any conventional
operational representation would be vast. In order to construct it we would effectively
have to perform the entire computation for every single possible variety of initial con-
ditions. Idealy what is required is a two-tiered form of operational semantics so that
information regarding computation is represented on a separate level from information
regarding communication.

Another important issue that has not been considered in thisthesisistime. A major
motivation for parallel computation is speed of results. Therefore we arelikely to have
hard real-time regquirements for the systems that we design. If an airman presses the
button to switch off the autopilot he should not have to wait for half an hour for any-
thing to happen. The state of the art regarding the use of timed CSP is described in
[Davies 1993]. A complete method for proving adherence to timed specifications is
presented, but the author recognises that the large number of proofs required for appli-
cations of asignificant sizeislikely to beinfeasible. Thereforeit would seem that there
is aneed for design rules to be discovered which would facilitate the development of
real-time systems. Perhaps the most promising of the design rules considered here,
from this point of view, isthe cyclic paradigm. The processes could be synchronised
to operate with a computation phase and a communication phase of fixed time, say 1.
The time for various external operations to be effective should then be easy to predict
asamultipleof 6¢. Thisideaissimilar to the BSP paradigm of L. Vaiant (documented
in [Oxford Parallel 1995]).

A Vison for the Future

It would seem that thereis still some work to be done before the construction of large-
scale parallel programs can be regarded as a thoroughly safe engineering discipline.
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Hopefully this thesis has outlined an approach to one of the mgjor problems which is
of clear practical use. Ease of use and simplicity of presentation have to be major goals
in developing tools for engineers.

In the near future, there is the exciting prospect of an integrated CSP devel opment
environment, such asillustrated infigure4.6. Programs could be systematically refined
fromtheir abstract specifications making use of anumber of tools, to perform such func-
tions as refinement checking, abstraction checking, real-time specification checking,
conversion to and from high-level programming languages, and, of course, deadlock
and livelock analysis. Inthe event of apotential deadlock being detected the tool would
be able to point back to the exact position in the source of each process involved in it.

CSPisamost elegant language and it would be nice if it could be used directly for
actual programming, rather than having to convert to another language such asoccam.
Then we could use the same notation al the way through from specification to imple-
mentation. In order to make an efficient CSP compiler, one would need to enforce
certain restrictions, such as the restriction in occam that external choice can only be
applied to input channels. There would also need to be some thought applied over the
treatment of the state of variables and their scope. Probably the language that we would
finally arrive a would be functionally very similar to occam, but it would look like
CSP. Of course some people might not consider the CSP notation to provide the most
readabl e presentation style for concurrent software, preferring the use of wordsto sym-
bols. There is no reason why a verbose isomorphism of CSP should not be provided
for such people, rather than a different language.

By making life easier for engineers we might reduce the potential for software-
precipitated catastrophes. But it isvery important that we always maintain aclear view
of the limitations of formal methods. For instance, they cannot guard against a leaky
specification which failsto incorporate vital safety information. Therewill awaysbea
human decision-making aspect to software construction. By making the programming
environment helpful, intuitive and secure we can help to ensure that the right decisions
are made.
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Figure 4.6: CSP Toolkit — A Vision for the Future
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Appendix A

Partial Orders

A partial order isarelation < acting on aset S, which satisfies

(z<yAN(y<z)=z<z

<y ANy<z)<=ar=y

The following are examples of partial orders:

(A) The set of subsets of the natural numbers, ordered by inclusion (C), e.g.
{1,2,8,4} C{1,2,3,4,5}

(B) Thefinite sequencesof lettersordered lexicographically. i.easadictionary, where
the first letter is most significant, e.g

() < (a) < {aa) < (b) < (bazzz)

An upper bound of asubset A of S isan element » of S such that
Vo:Az <z

A least upper bound of asubset A of .S, written LIA, isan upper bound of A, such that,
for any upper bound z of A, UA < .

In example A, above, consider the subset S = {{1, 2},{2, 3},{3,1}}. Theleast
upper bound for Sis{1, 2, 3}.

A directed set is anonempty subset A C S such that

Vz,y: A Fz:A0 (2<2)AN(y<z)

A partial order S issaid to be complete, if it hasaleast element L, and every directed
set A € S hasaleast upper bound.
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Example B, above, is not a complete partial order. Consider the subset

U = {{a),{aa), (aaa),..}

U isclearly directed, yet it has no least upper bound.

Example A, however, isacomplete partial order. Any subset isdirected, and has a
least upper bound. Thereis aleast element — the empty set.

If S and T are two complete partial ordersand f : S — T, then f issaid to be
monotonic if

{z,y} SNz <y=f(2) < f(y)
Also f iscontinuousif whenever A C S isdirected, L{f(z)|z € A} existsand equals

f(UA).

Lemma 7 Suppose S, T' are complete partial ordersand f : S — T is continuous.
Then f is monotonic.

Theorem 14 (Tarski) If S isa complete partial order, and f : S — S is continuous,
then f has a least fixed point (i.e.,, 3z : S suchthat f(z) = z and, if f(y) = v, then
z < y). Thisisgiven by

L{F"(L)|n € N}
Strict Partial Orders
A strict partial order isarelation < acting on aset S, which satisfies

(z<yANy<z)=z<z

r<y= —(y <z
We can aways construct a strict partial order from a partial order by

z<y<=(z<y)A(z#y)
And we can always construct apartial order from a strict partial order by
z<y<=(z<y)V(z=y)

We say that S islinearly ordered, if for any z, y € S exactly oneof z < y, y < z, or
x = y holds.
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Graphs and Digraphs

In this thesis we make frequent use of graphs to represent various properties of net-
works of processes. We adopt the terminology of [Wilson 1985].

A graph G isdefinedtobeapair (V(G), E(G)), where V(G) isanon-empty finite
set of elements called vertices, and A(G) is afinite family of unordered pairs of ele-
ments of V(@) caled edges. (A family is a collection of elements like a set, except
that an element may occur more than once; eg. {a, b, ¢} isaset, but (a, a, ¢, b, a, ¢)
isafamily.)

A digraph D is defined to be apair (V(D), A(D)), where V(D) is a non-empty
finite set of elements called vertices, and A(D) is afinite family of ordered pairs of
elements of V(D) called arcs.

A graph (or digraph) is simple if there are no duplicate edges (or arcs) uv and no
‘loops’ uw.

Figure B.1: A Graph
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A walk in agraph (or digraph) is afinite sequence of edges (or arcs) of the form

(Uovb V1V2, .., Um—1 Um)

A walk in which al the edges (or arcs) are distinct is called atrail; if, in addition, the
vertices vy, vy, . ., v, aredistinct (except, possibly, v, = v,,), then the trail iscaled a
path. A path or trail is closed if v, = v,,. A closed path is called acircuit.

The simple graph

({A4,B,C,D,E,F,G,H},(AB, BC, CD, DE, EC, CA, EF, FH, GH, FG))

isillustrated in figure B.1. Here the sequence (A B, BC, CA) isboth aclosed trail and
acircuit; the sequence (AB, BC, CD, DE, EC, CA) isaclosed trail but not acircuit.

A graph with no circuits is known as atree. If D isadigraph, the graph obtained
from D by replacing each arc by a corresponding edge is called the underlying graph
of D. A directed treeis adigraph of which the underlying graph is atree.

A graph is connected if there exists a path between any two vertices. The vertices
of a disconnected graph may be partitioned into connected components such that two
vertices arein the same connected component if, and only if, there exists apath between
them.

A graph is said to have a separation vertex v (sometimes called an articulation
point) if there exist vertices ¢ and b, where a # v and b # v, and all paths connecting
a and b passthrough v». In the graph of figure B.1 the separation verticesare C', ' and
F'. A graph which has a separation vertex is called separable, and one which has none
is called non-separable.

Let V' C V(G@). If theinduced subgraph G'( V', E') (where £’ isthe set of edges
of G which connect vertices of V') is connected, non-separable and for every larger
V", V' c V" C V,theinduced subgraph G”( V", E") is separable, we say that V' is
anon-separable component of G. In the graph of figure B.1 the non-separable compo-
nentsare {A, B, C},{C,D,E}{E,F},and{F, G, H}.

A disconnecting edge of agraph isan edge, the removal of which increases by one
the number of connected components. Thisisalso known asabridge. If al the discon-
necting edges of a graph are removed the residual connected components are known
as essential components of the original graph. The graph illustrated in figure B.1 has
a single disconnecting edge EF. Its essential components are {A, B, C', D, E'} and
{F,G,H}.

A digraph is strongly connected if, for any two vertices v and v, there exists a path
from « to v and also from v to u. The vertices of adigraph which is not strongly con-
nected may be partitioned into strongly connected components using the equivalence
relation ~, where u ~ v means that there is a path from « to v and al'so from v to w.

Suppose that the vertex-set of a graph (or digraph) G can be partitioned into two
subsets V; and V,, such that no edge (arc) joins two elements from the same subset.
We say that G is bipartite.
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We denote by G\ e the graph (digraph) obtained by removing an edge (arc) wy,
and combining vertices v and winto asingle vertex (if they are distinct). Thisisknown
as an edge-contraction. A succession of edge-contractions is called a contraction.

The Depth-First Search Algorithm

The Depth-First Search technique is method for scanning the edges (or arcs) of afinite
graph (or digraph) which is widely recognised as a powerful technique. It is used by
Deadlock Checker in avariety of situations either to perform analysis of transition sys-
tems, or to establish global properties of networks, such as the absence of circuits. The
algorithm involves constructing a walk which traverses each edge or arc exactly once
in either direction.

The algorithms given here are based on those in [Even 1979], where proofs of cor-
rectness are to be found.

DFSfor Graphs

For a (possibly disconnected) graph the algorithm proceeds as follows. Consider the
graph & = (V(G), E(@)).

1. Setuptwo arraysindexed by verticesof V(G): anarray of vertices called father
and an array of integers called order. Also set up a boolean array called used,
indexed by edgesof £(G). Set each element of used to be false, each element of
father to be “undefined”, and each element of order to be 0. Alsoset i := 0 and
v := s (s isthe vertex we choose to start from).

2. Seti:=1+ 1 andorder(v) := ¢
3. If there are no unused edges incident with » then go to step 5

4. Choose an unused edge v = u. Set used(e) := true. If order(u) # 0 goto step
3. Otherwise first set father(u) := v, v := » and then go to step 2.

5. If father(v) is defined then set v := father(v) and go to step 3.

6. (father(v) is undefined). If thereis avertex « for which order(u) = 0 then set
v := u and go to step 2.

7. (All the vertices have been scanned) Halt.

If we assume a constant time for array lookup then this algorithm can be imple-
mented with linear time. (To implement step 6 efficiently actually requires maintaining
alinked list of those vertices that have not yet been visited.)
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DFSfor Digraphs

For a (possibly disconnected) digraph the DFS algorithm isvery similar. Consider the
digraph D = (V(D), A(D)).

1. Setuptwo arraysindexed by verticesof V(D): an array of vertices called father
and an array of integers called order. Also set up a boolean array called used,
indexed by arcs of A(D). Set each element of used to be false, each element of
father to be “undefined”, and each element of order to be 0. Alsoset i := 0 and
v := s (s isthe vertex we choose to start from).

2. Seti:=1+ 1 andorder(v) := ¢
3. If there are no unused arcs outgoing from v then go to step 5

4. Choose an unused arc v = u. Set used(a) := true. If order(u) # 0 go to step
3. Otherwise first set father(u) := v, v := » and then go to step 2.

5. If father(v) is defined then set v := father(v) and go to step 3.

6. (father(v) is undefined). If thereisavertex « for which order(u) = 0 then set
v := u and go to step 2.

7. (All the vertices have been scanned) Halt.

Checking for Circuit-Freedom of a Digraph

The above algorithm is modified to check for the presence of a circuit in D by main-
taining a boolean array, indexed by V (D), to represent which vertices belong to the
current search path. The digraph has no circuit only if, at step 4, no vertex u is ever
found which lies on the current search path.

Finding Non-Separ able Components of a Graph
Consider thegraph G = (V(G), E(G)).

1. Setupthreearraysindexed by verticesof V' (G): anarray of verticescalled father,
and two arraysof integerscalled order and low. Also set up aboolean array called
used, indexed by edges of £(G), and aninitially empty stack of vertices, S. Set
each element of used to be false, each element of father to be “undefined”, and
each element of order to be 0. Also set i := 0 and v := vy := s (s iSthe vertex
we choose to start from).

2. Seti:=1i+ 1,order(v) := i, low(v) :=i. PutvonS.

3. If there are no unused edges incident with » then go to step 5
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10.
11.

12.
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Choose an unused edge v = u. Set used(e) := true. If order(u) # 0 then set
low(v) := Min(low(v), order(«))

and go to step 3. Otherwise first set father(u) := v, v := » and then go to step
2.

If father (v) isundefined or father (v) = v, goto step 9.

(father (v) # vg) If low(v) < order(father(v)) then set
low(father (v)) := Min(low(father(v)), low(v))

and go to step 8.

(low(v) > order(father(v))) father(v) is a separation vertex. All the vertices
from S down to and including v are now removed; together with father (v) they
form a non-separable component.

Set v := father(v) and go to step 3.

All vertices on S down to and including v are now removed. Together with v,
they form a non-separable component.

If vy still has unused incident edges then goto step 12.

If thereisavertex u such that order(u) = 0 thenset v := v, := w and go to step
2, otherwise halt.

Vertex v, isaseparation vertex. Let v := v, and go to step 4.

Finding Disconnecting Edges of a Simple Graph

The disconnecting edges of asimple graph are equivaent to its non-separable compo-
nents of size two. Hence we may find the disconnecting edges of a simple graph, such
asanetwork communication graph, using the algorithm for non-separable components.

Finding Strongly Connected Components of a Digraph
Consider thedigraph D = (V(D), A(D)).

1.

Set up three arraysindexed by verticesof V(D): anarray of vertices called father
and two arraysof integers called order and low. Also set up aboolean array called
used, indexed by arcsof A(D). Create aninitially empty stack of vertices S. Set
each element of used to be false, each element of father to be “undefined”’, and
each element of order to be 0. Alsoset ¢ := 0 and v := s (s isthe vertex we
choose to start from).
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2. Seti:=1i+ 1,order(v) :=iandlow(v) :=i. PutvonsS.
3. If there are no unused arcs outgoing from v then go to step 7.

4. Choose an unused arc v = u. Set used(a) := true. If order(u) = 0 set
father(u) := v, v := u and then go to step 2.

5. If order(u) > order(v) go straight back to step 3. Otherwise, if uw isnoton S (u
and v do no belong to the same component) go to step 3.

6. (order(u) < order(v) and both vertices are in the same component.) Set
low(v) := Min(low(v), order(u))
and go to step 3.

7. If low(v) = order(v) then delete al vertices from S down to and including v;
these vertices form a component.

8. If father(v) is defined then set

low(father(v)) := Min(low(father(v)),low(v))
v := father(v)

and go to step 3.

9. (father(v) is undefined.) If there isavertex u for which order(u) = 0 then let
v := u and go to step 2.

10. (All the vertices have been scanned.) Halt.

Selecting Arcsfrom a Digraph Lying on a Circuit

We may use the above technique to find al the arcs in adigraph which lie on a circuit.
(Thisisrequired for the CSDD algorithm of Deadlock Checker). First we partition the
vertices of the Digraph into strongly connected components, as described above. Dur-
ing the analysis a partition number N(v) is assigned to each vertex v. We then scan
through the arcs uv of the graph, removing any where N(u) # N(v). It may be easily
shown that those arcs which remain are exactly those which lie on acircuit in V.



