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Abstract. The Oxford SupercomputingentreOSC wasestablishedn April 1998
to provide high-performanceomputingservicesto a consortiumof Oxford Univer-
sity researclgroups. The maincomputeresourcean 84-processo8GlI Cray Origin
2000known asOscar; is beingdeployedin awide varietyof researclstudiescovering
biological,medical,chemicalmathematicalphysicalandengineeringopics(includ-
ing parallelcomputingitself).

In this papemwe shalldescribethe queueingandaccountingnechanismsve have
developedto facilitateeffective useof this powerful resource We shallalsodescribe
innovative work in progresso optimisethe performancef the machineusingsimu-
lation andgeneticalgorithms.

1 Intr oduction

The Oxford Supercomputin@entreprovidesparallelcomputingfacilities and consultang
to aconsortiunmof Oxford Universityscientificresearclyroups.lts missionis to promoteand
supportmulti-disciplinaryresearclin theapplicationof high performanceomputing.At the
time of writing, nineteerresearctgroups from awide varietyof scientificandmathematical
disciplines areactively usingtheservice.

Themainresourceof the OSCis Oscar, an84-nodeSGI CrayOrigin 2000[1], whichhas
apeakcomputingcapacity32 GFLOPS.

The Origin is a CC-NUMAmachine(Cache-Coherertion-Uniform Memory Architec-
ture). Althoughits memoryis physicallydistributedbetweerthe variousprocessoboards,
which arelinked by a hypercubeouting network, it appeargo the programmeto be asa
single sharedmemorymachine. However thereare considerablevariationsin memoryac-
cesgimes—from zeroto overahundredorocessoclock cycleg. Thismeanghatin orderto
usethe Origin effectively onemustpay greatattentionto memorymanagementOtherwise
pathologicalproblemssuchascacde-thrasharelik ely to appear

The Origin usesthe MIPS R10000processar This supescalar processors capableof
initiating four separateipelinedinstructionsper clock cycle. Eachpipelinedinstruction

loscgratefullyacknavledgeshe supportof the Higher EducationFundingCouncilfor England(HEFCE)
JointResearclEquipmentnitiative 1997andSilicon GraphicsUK Ltd

2Therearesix levels of datalocationrelative to a given processarasfollows: on-chipregisters,primary
cache,secondarycache,main memoryof local node-boardmain memoryof remotenode-boardcachebe-
longingto anothemprocessar



Figurel: TheSGI CrayOrigin 2000

takesfour cyclesto execute. Potentiallythis meansthat eachprocessomay executeupto
sixteeninstructionsin parallel. Clearlythe variousinstructionsthata particularprocessors
executingat a giventime needto be independentf eachother to ensuregprogramcorrect-
ness.

Hencetherearetwo majorchallengesn developingcodedor the Origin 2000in orderto
keepthe processorfully occupiedasfollows:

e Minimise memoryaccesslelayswith carefulmemorymanagement.
e Exploit superscalapropertieof processorsisingfine-grainecparallelism.

Much sophisticateaptimisationis performedby advancedcompilationtechnology but
the compilerscannotdoit all. We find thatto programthe Origin effectively requiressome
understandingf its architecture.

At OSCthereis afurthercomplicationto consider The Oscarsupercomputeas aheavily
loadedsharedresourceIn practicethe individual processethat constitutea users program
might have to competewith othersto getscheduledWhena procesdinally getsatime slice
it may find thatits cachehasbeendirtied by anotherjob. It may alsofind thatits parallel
partnershave beendescheduledothatit is forcedto wait for communication.(This wait-
ing is often performedusing an inefficient spin lock.) It may alsofind that the processor
interconnectiometwork is cloggedup with noisefrom otherprograms.

Underthesecircumstances becomewirtually impossibleo usethemachineeffectively.
Any goodwork donein optimisingone’s codemay beimmaterial. Whatis neededs some
meanf gettinghold of a clusterof resourcesindretainingexclusive accesso themfor the
durationof arun. Fortunatelythis is offeredby SGI's new ‘Miser’ schedulingsystem[2. In
this paperwe shall describehow we have usedthis facility, alongwith the NQE spooling
software[3],andjob accountingto build afair andeffective job managemengystemfor the
Oscarsupercomputer

Therestof this paperis organisedasfollows. In section2 we specifyour initial require-
mentsfor job schedulingon Oscar  Thenwe describethe available software components
from which to build sucha system.In section3 we explain, in detail, how the systemhas
beenconstructed.Section4 explainsthe innovative approacto performanceoptimisation
thatis beingemployedto tuneOscar Thisis basedon thetechniqueof geneticalgorithms
We areworking towardsrunninga seriesof experimentgo breedan optimal setof system
parameters.

2 Requirementsfor the OSC batch queueingsystem

Effective resourcemanagementn ary systemis not solely the resultof implementingre-
strictionsasto the numberandsize of jobsthatcanrun on a systemat ary onetime. Edu-



catingtheenduseron how to getthe mostout of their code,andgiving anunderstandingf
thesystemasawhole,in termsof theunderlayinghardware,andtheway in whichit is man-
aged,alsoplay a key role in effective resourcananagementFinally, but mostimportantly
onemustencourageiseof ary resourcananagemernfacility thathasbeenimplementedn
the system- no matterhow goodthefacility is, it will notbe effective in controllingsystem
usageandresourcesinlesst is actuallyused.

Below is a list of the key featureghatwe notedasbeingessentiafor efficient resource
managemern Oscar:

Simpleeasyto usefront endcommands.

— allow a userto submitor deleterequestsandto view the statusof their requests,
with minimumeffort on their part

Flexible scheduling queueingsystem.

— allow a userto submitary sizerequestwithout beingrestrictedto a numberof
fixedsizerequestspr without beingrestrictedo runninglargerequeststcertain
timesof thedayor week

— minimumsystemadministration

Fair sharingof systenresourcedetweergroups.

— accountingsystembasedn sharegpergroup
— preventoneuseror groupfrom hoggingsystenresources

— meanf redistrituting sharesvhenthe systemis beingunderutilised

Efficientuseof systenresources.

— minimisenumberof cpucyclesthatarewasted
— minimisecache-thrashndswapping

— maximisethethroughpubf jobs

Building blocks

Fromtheoutsetit wasdecidedo employ SGI's new resourcenanagemerfacility, Miser, as
the featuresofferedby Miser would enableus to more efficiently managethe systemwork
load, without having to resortto partitioningthe system. It wasalsodecidedto useCray's
workload managemensoftware NQE, asthis would allow usto take full adwvantageof the
batchqueueingfacilities of NQE, whilst at the sametime utilise the resourcananagement
andschedulingofferedby Miser. IRIX systemaccounting[4 would be employedto obtain
informationabouttheresourcesitilisedby eachusersequest®n a daily basis.
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Figure2: The Miser schedulingvindow

Miser

Miser is aresourcemanagemeriacility thatschedulesequestsith known time andspace
requirements.Miser managesa time / spacepool, consistingof a numberof cpus,anda
givenamountof memory from which it canallocateresourceso run requestgor a defined
periodof time,asshavn in Figure2:

Given a requestandits resourcegnumberof cpus, maximumamountof memoryand
totalwall clocktime), Miserwill searchthroughthetime/ spacepoolthatit managesyntil it
findsanallocationthatfirst fits therequest.Therequests thenscheduledo runwith agiven
startandendtime, andthe resourceghat have beenallottedto it during this time. These
resourcesreguaranteedoy the kernelduringthe requess scheduledun time. Therefore,
whentherequess scheduledstarttime is reachedijt will run without pre-emptioruntil its
schedulecendtime. As such,the requestshouldrun more quickly, andhave a predictable
executiontime, asit will not have to competefor systemresourcessit would do if it were
runin thenormaltimeshareschedulingclass.

It is importantto notethatthescheduleallocatedo arequesby Miseris non-conflicting
At no pointwill Miser over-subscribehe resourceshatit manages.Thereforeary request
thatexceedshe maximumamountof memory or the total wall clock time requestedvhen
scheduledy Miser, will beterminated.On the otherhand,ary resourcesot beingutilised
by aMiserrequestvill bemadeavailablefor useby ary otherprocessnthesystemput can
bereclaimedbackby the Miserrequestisnecessary

NQE

Cray’s Network Queueingernvironment(NQE) is primarily aworkloadmanagemerfacility
that provides batchschedulingand interactve load balancingacrossa heterogeneouset-
work of Unix machines.Takingadvantageof the Network QueueingSystem(NQS), imple-
mentedwithin NQE, it is alsopossibleto setupa standalondatchqueueingsystenthatruns
on only onemachine. The advantageof Cray's NQE, is thatit hasalsobeenconfiguredto
usethe IRIX Miser schedulerasone of it's schedulingoptions. This thereforeprovidesa
meansof settingup a numberof batchqueueson Oscar, to which a numberof restrictions
may beappliedto controlthenumberandsizeof requestsunningon the systemasawhole,
or by ary oneuseror group,atarny onetime, whilst still takingfull advantageof theresource
managemerdandschedulingeaturesfferedby Miser.



Accounting

IRIX systemaccountingprovidesa setof utilities that may be usedto log certaintypesof

systemactiity. Of particularuse,is the ability to log processactiity on the system. This

enablesaus to monitor the numberof programsthat a particularuserhasrun in ary twenty

four hour period,aswell asgiving us informationasto the resourceghat theseprograms
have used.Usingthis informationit is possibleto implementsomeform of credit/ chaging

systemthatcanbeusedto bill individualgroupsbasednthetotalamountof resourcegach
userwithin thatgrouphasutilisedin any oneday.

3 Implementation of the batch queueingsystem

Theresourcemanagemerfiacility thatwasfinally implementedn Oscarcomprises batch
queueing schedulingsystemanda credit/ chaging systemto try to ensureeffective man-
agemenbf systemoadandresourcesaswell asfair shareof resourcedetweertheindivid-
ual groupsinvolved.

Batchqueueing schedulingsystem

Thebatchqueueing schedulingsystemitself compriseghreelevels:

User commands NQE Miser

ngefast | —
)

\\
O
=

Figure3: TheOSCqueueingsystem

Firstly, a setof usercommandsbatdq, batchgrmandbatdqqg writtenin-house allow
the userto submit, deleteor monitor the statusof their requestrespectrely. The second
level comprisesa numberof NQE batchqueueswherea requests eitherqueuedpassed
onto Miser, or run. All baroneof thesequeuegasstheir requestdo Miser for scheduling.
The other ngebatd, will run requestsat low priority in the normaltimesharescheduling
class. Finally, therearetwo Miser queueswhererequestsirescheduledo run in the high
priority batd critical schedulingclass,and are guaranteedheir allotted resourcesiuring
their scheduleduntime.

Thebatchgcommand

The batchgcommands usedto submita shell scriptasa batchrequesto oneof the NQE
batchqueueson Oscar  The batchgcommandsupportsa numberof options, but for any



scriptto be successfullysubmittedo oneof the batchqueuesthefollowing optionsmustbe
suppliedasa minimum:

e thenumberof cpusto allocateto therequest

e the maximumamountof memory in Mbytes,thatwill be usedby the requestat ary
onepointin time

¢ thetotalwall clocktime,in minutes for therequesto run

e ashellscriptto be submittedasa batchrequest

During batchrequestsubmissionthe batchqgcommandfirstly makes a decisionas to
which NQE batchqueueto submitthe requestaccordingto the numberof cpusrequested
andthebatchgflagsspecifiedwith therequest.

A checkis thenmadeto ensurethat the users group currently hasenoughcreditsfor
the requestto run, taking into accountrequestdelongingto usersin the samegroup that
currentlyresidein oneof the batchqueues.If the users groupstill haspositive creditsthe
batchqcommandwill submittherequesto theappropriatdNQE batchqueuefor forwarding
to Miser for scheduling.Otherwisethe requesis submittedto the ngebatt queuewhereit
will berunatlow priority in thenormaltimesharescheduling:lass.

Finally, if the userrequestsnoreresourceshanthe predefinednaximum,currently 76
cpus, 18 Ghytesof memory or 6,000 minutesof total wall clock time, the requestis au-
tomaticallyrejected,and an appropriatesrror messagelisplayed. Theselimits are config-
urableandcanbechangedo meetsystemdemand®r wheneer the systemconfigurations
changed.

The NQE batchqueues

In all, seven NQE batchqueueswere setupon the system. Six of thesequeuesp4, p8,
pl6 p32 p64 andnqgefast wereconfiguredto passtheir requestdo Miser for scheduling,
the other ngebatt, wasconfiguredto run requestst low priority in the normaltimeshare
schedulingclass.

Thepurposeof thengebatchatchqueues two fold. Firstly, it is for useby thosegroups
who have insufficient creditsto submitrequestdo oneof the Miser queues (It wasdecided
thatat no pointwould arny groupbe restrictedfrom usingthe system.evenif they hadused
morethantheir fair shareof resources.pecondlyit senesto soakup ary resourceshatare
not beingutilised by eitherof the Miser queuesalongwith interactve andsystemuse,and
thereforehelpsto minimisethe numberof cpucyclesthatarewastedon the system.

To eachNQE batchqueuea numberof limits have beenappliedto helprestrictthe num-
berandsize of requestsunningon the systemat ary onetime. Firstly, eachqueuehasan
upperlimit onthe sizeof requesthatit will accept.But by far, the mostimportantlimit is
the Miser schedulingwindow thatis appliedto all NQE batchqueueghatforward requests
to Miser. Thistime periodcontrolshow far into the future Miser will attemptto schedulea
request.The requeswill only be movedfrom the batchqueueto the Miser queueif Miser
canschedulat to startrunningwithin the time periodof the Miser schedulingwindow for
thatparticularqueue.If Miseris unableto schedulehe requestwithin this time period,the
requestvill continueto remainqueuedn the NQE batchqueue until thenext NQE schedul-
ing pass.

MorethanoneNQE batchqueuecanbeconfiguredo forwardrequestso thesameMiser
queue. On Oscar, five of the NQE batchqueuesp4, p8, pl16, p32 and p64, forward their



requestgo the Miser queuedefault whilst only one NQE batchqueue,ngefast, hasbeen
configuredo forwardrequestso the Miser queuefast

The Miser schedulingvindow for eachof theseNQE batchqueuedas,at presentpeen
definedsothatthe queueghatforwardrequestshatrequirelargeramountsof resourcesire
givenalargerschedulingvindow comparedo thosethatforward requestsequiringsmaller
amountsof resources.This hasthe effect of biasingschedulingowardsthoserequestghat
requiremoreresourcesasthey aregivenalargertime periodin whichto bescheduled(This
may not, however, bethe bestapproachandwe areperformingexperimentdo try to find an
optimalsetof parametersvhichwill bedescribedn sectior4.)

Limits thatrestrictthe numberof requestshatmay berun, or the numberof processors
allocatedto all requestsn arny onequeueat ary onepointin time, areusedonly to control
thenumberandsizeof requestsunningin thengebatctbatchqueueasMiser itself controls
the numberandsize of requestgunningin eitherof the two Miser queues.An additional
limit to control the numberof requestgun by oneuserat arny onetime wasalso applied
to the NQE batchqueuesasthis hoggingof resourcedy oneuser evenif their grouphad
sufficient credits,wasfoundto bea sourceof irritation amongsbtheruserson the system.

Miserresourcequeues

Two Miser resourcegueuesgdefaultandfast weresetup on Oscar. Eachqueuehasits own

setof resourcegrom which Miser canschedulerequestgo run. All requestsare submitted
to the appropriateNQE batchqueuefor forwardingto the default Miser queue,unlessthe
userhasspecifiedthat the requestbe submittedto the ngefastqueue for forwardingto the
fastMiser queue atthetime of submission.

Thefastqueuehasa limited numberof resources4 cpusandl1 Ghyte of memory with
which to schedulaequests.This queueis primarily for thoseuserswho wish to run small,
shortjobs, for example,whendeluggingcode. A time limit of 120 minutesper requestjs
enforcedby the batchgcommandat thetime of submission.

The default queue wherethe majority of requestsarerun underMiser, has76 cpusand
18 Gbytesof memorywith whichto scheduleequestsRequestarepassedrom oneof the
NQE batchqueuesThesizeof therequestandthetime in which Miser hasto schedulghe
requesbeingdependantiponthe queuefrom which therequestvasforwarded,andis used
to controlthemix of requestbeingpassedo Miser.

Credit/ chaging system

To try to ensurefair shareof systemresourcedvetweenhe individual groupsinvolved with
Oscar, a credit/ chaging systemwas implementedwhereeachgroupis given a certain
creditallocationproportionalto its shareholding on the system. Onecreditis chagedfor
eachminute of cpu time usedper processar An additionalchage is levied for excessve
memoryutilisation.

To eachgroup’s creditallocationis addeda predefineddaily income(proportionalto its
share-holding)andis subtracteddaily chagebasedntheresourceshathave beenusedn
the previoustwentyfour hours.Upperandlower boundsconstraineachgroup’s creditlimit,
sothatno groupcanaccumulatereditsindefinitely, nor canary groupgo into anarbitrarily
large deficit. Theseboundsaimto try to encourageéhoseuserswho arenot usingthe system
to theirfull potentialto do so,“useit or youloseit”, yetatthe sametime do not deterthose
userghatarekeenlyusingthe systempy lettingthemincuramassve creditdebt. Any group
thathasa negative numberof creditsis not bannedrom usingthe system put is prohibited
from submittingjobsto oneof thefavourableMiser queues.



Theability for onegroupto transfersomeof its creditsto thatof anothergroup,hasalso
beenimplemented. This allows thosegroupswhich have a negative numberof creditsto
barterfor resourcesvith thosegroupswhich arecurrentlynotactiely usingthe systemand
thereforehelpto minimisethe numberof cpucyclesthatarewasted.

Processctvity datais loggedby thekerneleverytime a procesgerminatesA reportof
the systemusageor the previoustwentyfour hoursis generatean a daily basis.Fromthis
report, the resourcesitilised by eachuserandtheneachgroupis calculatedanda chage
madeaccordingio thefollowing formula:

. 1 .
Chage = Max (cpumlnutesﬁ x MB mlnutes)

A groupis only chaged for the amountof cpu time that it hasutilised, unlessit has
utilised more memorythanis available per cpu on the system. In which casethe groupis
alsochagedfor theadditionalmemorythatit hasutilised.

4 PerformanceOptimisation

The queueingsystemin placehasa numberof configurableparametersvhich, up to now,
we have setby trial anderror to establishan acceptablehroughputof jobs and meande-
lay time for a job gettingscheduled.The mostimportantparametersrethe settingsof the
Miser schedulingvindow for eachqueue which controlshow far into the futureajob may
bescheduledo start.

Sothis presentsiswith anoptimisationproblem:whatvaluesto choosdor theseparam-
etersto extractthe bestperformancdrom the schedulingsystem. We shall needto define
someformal measureof performancdo useasour guide. As Oscaris over-subscribedve
might considerthe maximumattainableprocessouutilisation to be a reasonableriterion.
However to concentraten this to the exclusionof everythingelsemight leadustowardsa
systemwith anunacceptableneanschedulingdelay We alsohave to considemwhetherthe
aforementionedheanschedulinglelayshouldbe weightedaccordingo job size.

We have decidedto tacklethis problemby developinga simulationof the queueingsys-
tem— a simple object-orientegorogram. This enablesus to performexperimentswith dif-
fering densitiesof job traffic, differentsettingsfor the queueparametersand a variety of
evaluationcriteria. An alternatve stratey, which we areyet to investigatewould beto ap-

ply queueingheory[].

Simulatingthe batchqueueingsystem

The simulationprogram: OSCQ, which hasbeendevelopedin an object-orientedstyle, is

constructedrom objects: Users, Batdhg, NQE, andMiser, which encapsulatéhe dataand
behaiour of the variouscomponent®f the system. Within eachobjectthereare various
configurableparametersgorrespondingo actualsystemparameters However, notethatit

would beinfeasiblefor usto implementhefull functionalityof NQE andMiser in our simu-
lation—we abstractway certaindetailsthatareassumedo beirrelevantto ourinvestigation.
Forinstanceyve are,for now, ignoringthatfactthatuseramaydecideto kill ajob atary point
usingthebat chgr mcommand We alsoassumehatajob will runfor the exactamountof

time thatwasrequestedwhereasin practice,it may finish muchearlier eitherbecausehe
userrequestednorecputime thanwasnecessaryor becausef programfailure. Whetheror

nottheseassumptionaffecttheresultof our optimisationwork will beinvestigatedater.



A singlerun of the OSCQ programtakes, asinput, a list of time-stampedob requests:
eachof theform

(Submissiortime, Processghax Memorymax Timemax)

plusalist of valuesfor systemparameters(p;, ps, ..., pn). It thenworksout, throughsim-
ulation over discretetime-stepsthe point at which eachjob would actually get scheduled.
This datais thenprocessedb derive performancestatistics.

Themainperformancestatisticthatwe calculateat presentfor a particularrun of OSCQ,
areasfollows:

Processoutilisation: U — percentagef time that processorsllocatedto Miser are kept
busyfor thedurationof therun.

Meandelay: W — averagetime betweersubmissiorof ajob andactualscheduling.

f time betweerjob submissiorandscheduling

Weightedmeandelay: WW —averageo total numberof cpuminutesrequested

Overloadfactor: O — the maximumnumberof jobs simultaneouslyn the system: either
queueddr running.

Simulatingjob traffic

In orderto performoptimisationexperimentswith the OSCQ programwe needa meansof
simulatingjob traffic, at varying ratesof throughput. Thereneedsto be a certainrandom
elementin this to ensureghatwe arenot purely optimisingthe systemfor a particularsetof
testdata. The stratgly we are using at presents to analysethe distribution of actualjobs
on our systemwith respecto parametergProcessqhax Memorymay Timemax), andthen
to generatea randomsequenc®f jobsfitting sucha pattern. A randomsubmissiortime is
attachedo eachjob, assumingfor now anevendistribution asto whenjobs getsubmitted.
In practicethedistributionis uneven,aslessjobs aresubmittedduringthe nightthanduring
theday We arealsoignoringary ‘feedback-actor’, the extentto which peoplerefrainfrom
submittingjobsinto anoversubscribedystem.Thesefactorswill beinvestigatedater.
Thisleadsusto atraffic generatoprogram,TRAFFI C, whichtakestwo arguments:

e NJOBS —thetotal numberof jobsto generate
e Tl ME —thetimeinterval in whichall thejobsareto be submitted.

Differenttraffic densitiesmaythusbe simulatedby alteringtheratioof NJOBS to Tl IVE.

Optimisationof parameters

It is plannedo usethetechniqueof geneticalgorithmsto searcHor anoptimalsetof param-
eters(Py, ..., P,) for the queueingsystem.But, at presentwe arestill in the early stagef
thisresearch.

The generalideais asfollows. We needto definean evaluationprogram,EVAL, which
will take a particularsetof systemparameters;un a numberof simulationexperimentsus-
ing randomtraffic data,andthenreturna singlenumberG, to represenhow goodthosepa-
rametersarefor runningthesystem.lt is importantto ensureghatary pathologicabehaiour
thatwe canervisagewould bereflectedoy a poorevaluationscore.



Onceareliableevaluationprocedurénasbeenestablishedwe canperformastandardye-
netic optimisationexperiment. We shall startwith a pool of widely varying parametesets,
or gene-sequencesSi, Sa, ..., Sm), WhereS; = (P}, ..., P!) andthenevaluatethe perfor
manceof eachsS; usingEVAL. A “survival of the fittest” replacemenstratey will thenbe
employed. Therearemary variationsof this but, in the mostsimpleform, on eachiteration
oneperformsthefollowing steps:

1. Selectthetwo strongespene-sequences;, S;

2. Matethemusingthetechniqueof crossweer:

St = (Pi, s Py Loy, PY)

n

n

Si=(P},..,P{,Pjy,... Pt
for somerandomk, to producetwo freshoffspring.

3. Replacehetwo wealestgenesequencesom theoriginal pool with .S; andS;.

This particularstratgy may needto be extendedto avoid corvergenceto somelocal maxi-
mumwhich doesnot represenain optimal solutionto the overall problem. Theremay also
be someadwantagen looking at morecomplicatedeproductiortechniques.

5 Current Statusand Futur e Plans

We have experienceda numberof minor problemswhich have interferedwith the smooth
runningof our queueingsystemin its early days. Mainly thesehave relatedto the unclean
interfacebetweerMiserandNQE. Despitetheseproblemspur usershave heartilyembraced
the systembecausef the hugebenefitsofferedby dedicatedesourceallocation. We hope
to enhancehe overall performancef the systemjn time, asaresultof our ongoingoptimi-
sationproject.

In the future SGI will be switchingsupportfrom NQE to the alternatve LSF queueing
systemjut we do not seeary majorimpactto theway thatwe arerunningOscarasa result
of this.

Onesignificantproblemwith Miser, asit stands,is that we have limited control over
whena job getsscheduledwhich virtually rulesoutinteractve work on a busy system.We
areplanningto investin special-purposeisualisationhardwareto be incorporatednto Os-
car, andit is hardto seehow this could be usedeffectively within the existing batchframe-
work. We requirethe ability to setfixed startingtimesfor our jobs, assuminghat the re-
sourcesve needareavailable.
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